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Abstract
Android is a popular open-source operating system highly susceptible to malware attacks. Researchers have developed

machine learning models, learned from attributes extracted using static/dynamic approaches to identify malicious appli-

cations. However, such models suffer from low detection accuracy, due to the presence of noisy attributes, extracted from

conventional feature selection algorithms. Hence, in this paper, a new feature selection mechanism known as selection of

relevant attributes for improving locally extracted features using classical feature selectors (SAILS), is proposed. SAILS,

targets on discovering prominent system calls from applications, and is built on the top of conventional feature selection

methods, such as mutual information, distinguishing feature selector and Galavotti–Sebastiani–Simi. These classical

attribute selection methods are used as local feature selectors. Besides, a novel global feature selection method known as,

weighted feature selection is proposed. Comprehensive analysis of the proposed feature selectors, is conducted with the

traditional methods. SAILS results in improved values for evaluation metrics, compared to the conventional feature

selection algorithms for distinct machine learning models, developed using Logistic Regression, CART, Random Forest,

XGBoost and Deep Neural Networks. Our evaluations observe accuracies ranging between 95 and 99% for dropout rate

and learning rate in the range 0.1–0.8 and 0.001–0.2, respectively. Finally, the security evaluation of malware classifiers on

adversarial examples are thoroughly investigated. A decline in accuracy with adversarial examples is observed. Also,

SAILS recall rate of classifier subjected to such examples estimate in the range of 24.79–92.2%. However, prior to the

attack, the true positive rate obtained by the classifier is reported between 95.2 and 99.79%. The results suggest that the

hackers can bypass detection, by discovering the classifier blind spots, on augmenting a small number of legitimate

attributes.
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1 Introduction

The number of Android users has exponentially increased

over the past decade, and this has opened the doors for the

attackers to innovate methods, to compromise devices

through vulnerable Android applications. The rise in the

number of malware variants, constraint the anti-virus

vendors in the signature update process, thereby adversely

affecting the security of smartphones and tablets. Accord-

ing to Symantec’s Internet Security Threat Report 2018,

there was an increase of 54% Android malware variants

with the figures reported in 2017 [9]. Symantec’s report

also mentions that third-party app stores hosted 99.9% of

malicious apps. Kaspersky Lab products detected

5,321,142 malicious installation packages, 151,359 new

mobile banking Trojans and 60,176 new mobile ran-

somware Trojans for the year 2018 [22].

Conventional mechanisms of Android malware analysis

are based on three approaches which are static, dynamic

and hybrid analysis. The static analysis incorporates sig-

nature-based, permission-based, and component-based

investigation. Dynamic analysis involves the execution of

the application in real-time and observing the behaviour of

the application. The hybrid analysis consists of combining

static and dynamic features [24]. In literature, several

researchers have developed machine learning (ML) tech-

niques [17–19] to resolve the problems of Android mal-

ware attacks. Previous works have focused on evasion

attacks, which results in misclassification of the sam-

ple [6]. Zhou and Jiang [37] have worked on detecting

Android malware by AV vendors. DroidAPIMiner [1]

performs extraction of API call frequency from android

applications and performs malware detection using super-

vised learning algorithms.

Contributions Static analysis alone cannot be used to

identify malware applications as malware hide payload in

the encrypted form, installed on execution. To cope with

this problem, it is essential to develop methods based on

dynamic analysis. Hence, some questions arises: Is it

possible to adopt strategies employing dynamics analysis

to detect Android malware using different features? How

can the proposed dynamic method be guaranteed, to swiftly

update itself to dynamically changing real-time Android

samples (applications)? The main aim of the paper is to

respond to these queries by devising a new feature selec-

tion method, and evaluate the robustness of the classifier

against adversarial attacks. Hence, a novel system call

analysis is proposed to detect Android malware at run time.

In this way, a new feature selection method called SAILS is

proposed, which improves the performance of classifiers

over the conventional feature selection methods. The

classical identified by us in this paper are mutual

information (MI), Galavotti–Sebastiani–Simi (GSS) and

Distinguishing Feature Selector (DFS), to extract relevant

attributes representative of the target class. Experiments

are conducted on benchmark dataset consisting of 2474

Drebin malware and 2475 benign apps. In summary, the

main contributions of our work are listed as follows:

– A new feature selection mechanism known as Selection

of relevant Attributes for Improving Locally extracted

features using classical feature Selectors (SAILS) is

proposed.

– An extensive analysis of ML and deep learning (DL)

algorithms under diverse classifier parameters is

conducted.

– One of the key observation is that XGBoost has a

higher prediction capability in comparison to other

classification algorithms.

– The performance of the classification algorithms when

subjected to adversarial examples is performed. It is

experimentally verified that classifiers are mislead even

to small modification in attributes introduced by

augmenting malware samples with few prominent

benign features.

The rest of the paper is organised as follows. In Sect. 2, the

related works proposed in the field of Android malware

detection. Section 3 presents the methodology. The attack

model is presented in Sect. 4. The experiments, results, and

its analysis has been discussed in Sect. 5. Finally Sect. 6

discusses about the conclusion and future work.

2 Related work

Several anti-malware techniques have been introduced to

detect malware on Android devices. These techniques can

be broadly classified as static and dynamic analysis. In

static analysis, malicious behaviour is analyzed by scan-

ning the source code of the application, instead of exe-

cuting an application/program. The source code of the

program is investigated to identify the trigger of malicious

event. On disassembling the apps, different features such as

permissions, hardware components, intents, broadcast

receivers, data flow, APIs, control flow, etc. can be derived.

Dynamic analysis is performed during run time. Here, the

malware scanners monitor the response generated by the

operating system, on the execution of the program. Com-

monly used features include network connections, system

calls, etc. To bridge the gap between static and dynamic

analysis, hybrid anti-malware techniques were also devel-

oped to improve the performance of malware detector. In

the following subsections, the background is categorized

into static methods presented in Sect. 2.1, solutions based
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on dynamic malware analysis approach presented in

Sect. 2.2, and hybrid techniques presented in Sect. 2.3.

2.1 Static feature based approaches

The authors in [11] propose a method to evaluate the

security of machine learning-based android malware

detector. Classifiers were trained using API calls extracted

from the smali files. To explore the security of the classi-

fier, the authors considered evasion attacks on diverse

threat models. They propose a robust secure-learning

paradigm that can be applied to other security tasks like

fraud detection. The goal of the research work was to

improve the robustness of online malware scanners against

adversarial examples created at test time.

Another group of authors in [14] designed a method that

worked in discrete and binary input domains. For malware

detection, they train the neural network on the Drebin

dataset and achieve classification performance against

similar works in literature. They use an AML algorithm to

mislead the ML model to about 63% of all malware sam-

ples in the Drebin dataset.

2.2 Dynamic feature selection methods

Bhandari et al. [5] proposed a malware detection tool

capable of handling code injection during runtime. This

approach binds semantics of the program and a classifica-

tion engine. A sequence of system calls demonstrates the

semantics of the app. To capture the actual behaviour of the

apps, the order of the system calls were conserved. They

apply Markov property on the acquired system call traces

and construct a sequential system call graph (SSG). The

authors compute all the acyclic paths by considering the

first, and the last system calls as the start and end node in

SSG. They develop feature vectors from the typical sets by

applying asymptotic equipartition property on each path.

After that, they perform statistical analysis by finding the

average logarithmic branching factor of each path to train

the model. Further, they use the histogram binning tech-

nique to form the feature vector table and train them using

supervised learning algorithms. They conduct experiments

on dataset containing 2000 applications (1000 Benign and

1000 malware apps). Benign apps were collected from the

Google play store, and malware apps belonged to 119

different families. The proposed system obtains a detection

accuracy of 94.2%.

The authors in [12] have designed a two-step learning

strategy named KuafuDet, that used adversarial detection to

learn malware patterns. It is composed of an offline train-

ing step that could select and extract features from the

samples and further use this model to compromise the

online tool. An automated camouflage detector is used to

filter the false negatives and feed them back into the

training phase. KuafuDet reduces false negatives and

improves detection accuracy by 15%. This method was

tested on more than 250,000 mobile applications to

demonstrate the scalability of KuafuDet.

Additionally, in another work, the authors [35] propose

a method that transforms the packed malware variant

detection problem, to a system calls classification problem.

They generated a sequence of sensitive system calls and

further applied principal component analysis to extract

relevant attributes. Then, multi-layer neural networks were

utilized to classify benign and malicious applications. The

proposed system was reported to achieve a detection

accuracy of 95.6%.

The authors in [8] used strace tool to extract the system

calls. Each invocation of system calls was mapped to a

frequency-based feature vector. Experiments were per-

formed on self-made 60 apps, and the proposed work

reported accuracy between 85 and 100%. Later authors,

in [2] proposed an ML-based dynamic malware detection

method. They extracted API calls and system call traces. In

particular, 74 API functions and 90 system calls were

considered as features. For classification, Random Forest

classifier was utilized. Experiments were conducted on the

dataset comprising of 7520 apps, of 3780 samples were

used for training and remaining (3740 application) were

considered in the testing phase. The study demonstrated an

accuracy of 96.66%.

The authors in [10] introduced an ML approach that

helped in increasing the user effectiveness in handling

system data to improve security and privacy. The proposed

approach was evaluated on different ML algorithms

deployed on real-world systems, and it showed better

efficiency. Suciu et al. [29] developed a Fail Attacker

Model. The model effectiveness was evaluated on adver-

saries having limited capabilities. A poisoning attack was

subjected on different ML algorithms. Consequently, the

fail model exhibited better resilience on generalized

transferability.

2.3 Hybrid feature selection methods

The authors in [25] propose a novel malware detection

method called HADM—hybrid analysis for detection of

malware. The set of features were represented as vectors

fed to Deep Neural Network (DNN) with different kernels.

To apply graph kernels onto the graph sets, they converted

dynamic information into graph-based representations.

Further, output from various vector were combined with

graph feature sets using hierarchical multiple kernel

learning (MKL), to build a final hybrid classifier. The

authors in [4] propose a three-level hybrid model called

SAMADroid for Android malware detection. By
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combining the benefits of three levels, SAMADroid pro-

vides more detection accuracy on static and dynamic

analysis, deployed on local and remote host. For static

analysis, attributes from the manifest files and the dex code

files were considered. For dynamic analysis, they generate

system call logs based on the local inputs and send it to the

remote server. Remote servers analyze the extracted static

features and the logs. Finally, ML algorithms are used to

classify malware and benign apps. They present that the

SAMADroid can provide detection accuracy of 82.76%

with Random Forest (RF). Also, the authors in [30]

designed a novel hybrid approach and utilized the NetLink

technology to generate patterns of system calls related to

file and network access. They compare the pattern of

malware and benign apps, to build a malicious pattern set.

They aim to collect system calls and in offline compares

both the malicious and normal pattern sets to identify the

unknown app.

Besides, the paper [15] explains a hybrid method called

MalDAE that combines the dynamic and static API

sequences into one hybrid sequence based on semantics

mapping. MalDAE experiments show that the system

achieved accuracy in the range of 94.39% and 97.89%.

Also, MalDAE provides an overall idea about the common

types of malware and predictive support for understanding

and resisting malware. Another novel hybrid method

is [32] which consists of deep Autoencoder (DAE) and

convolutional neural network (CNN). They reconstruct

high-dimensional features of Android applications and use

multiple CNN to detect Android malware. To increase

sparseness, nonlinear activation function Relu was utilized

to prevent overfitting in the serial CNN architecture CNN-

S. To increase the capability of feature extraction, they

bound the convolutional layer and pooling layer with the

full-connection layer. Later, deep Autoencoder as a pre-

training method of CNN was employed to reduce the

training time. They tested their hybrid approach on 10,000

legitimate and 13,000 malicious apps. This resulted in 5%

increase in the accuracy compared with SVM. Further,

training time using the DAE-CNN model reduces by 83%

compared with the CNN-S model. A hybrid scheme de-

signed by Zhenlong Yuan et al. [34] aims to introduce an

online deep-learning-based malware detection method

called DroidDetector. DroidDetector performs prediction

on thousands of Android apps and also thoroughly perform

an in-depth study of the features and declares an accuracy

of 96.76%.

3 Methodology

In this section, our proposed system is presented. Figure 1

describes the architecture and the working of our system. A

clear description of the steps involved in the identification

and evaluation of malware samples, is discussed in the

subsequent sections.

3.1 Data collection

The data collection phase involves the collection of two

types of Android applications, malware applications as

well as trusted applications. A total of 4949 samples

comprising of 2475 benign and 2474 Drebin applica-

tions [3, 23] were downloaded. In particular, legitimate

application were considered from diverse app categories.

Categories comprised of lifestyle, education, medical,

comics, etc. from 9Apps site [38]. All these apps were

scanned using VirusTotal [31], which is a web service that

examines files or URLs to check whether they are mali-

cious or not. Finally, samples labelled as benign were

included for carrying out experiments.

3.2 Feature extraction

A system call sequence presents how an application

requests a service from the kernel of the operating system.

System calls generated during the execution of an appli-

cation, are used as features to identify samples as malware

or benign. The intention of using system calls is to deduce

the behaviour of the application and to understand its

interaction with the Android operating system. System

calls have been logged using strace utility. Further, to

mimic human interactions, Android Monkey Runner [20],

a utility in sdk is periodically accessed. Specifically,

Android Monkey was configured to direct 200 random UI

events in a minute. Some events generated are: (i) recep-

tion of SMS (ii) answer and make call, (iii) change

geolocation, (iv) swipes and (v) update the battery charge

status These set of events were selected as it generalizes the

operations performed on the smartphones. To collect the

call traces, the following procedures were adopted:

1. Install the app (using ADB install command)

2. Extract the package name and class of the application

3. Gets the process id (PID) corresponding to each

application

4. Invoke strace command, and at each timestamp log

system calls

5. Start Monkey command with application package

name as the parameter

6. Suspend the application for ten seconds

7. Kill the app
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8. Uninstall the app (using ADB uninstall command)

9. Delete app from device, finally reset the emulator clean state

Alternatively, in-order to extract system calls a human

expert well versed in Android programming also interacted

with the installed applications. In the feature extraction

phase, initially, an emulator or an Android virtual device is

created by specifying the basic configuration details such

as device name, memory size, OS version, storage area,

skins, screen resolution etc. Subsequently the .apk file, is

installed into the emulator using the command: adb -s

emulator-id install sample_app.apk.

Likewise, all other applications on the emulator are

installed, and the system calls (strace -p process_id

-o output_path) are recorded. Simultaneously, the

Android monkey continously interacts with the app dur-

ing (adb shell monkey -p pkg_name -v 200). Once

the specified events are completed, the process stops, and

finally, the emulator is restored back into its clean state.

3.3 N-gram generation

In this part of the paper, the process of generation ofN-grams is

discussed.N-gram is a sequence ofn items from a given sample.

In N-gram model, the occurrence of an item is predicted based

on the occurrence of its previous n� 1 items. They are used to

store the context of the words and can be used to make the next

word predictions. N-gram for any range usually perform the

best, and is shown to be applied in the domain of malware

detection [27]. Since N-grams overlap, they not only capture

the statistics about substrings of length but also implicitly

capture frequencies of longer substrings as well.

Experiments on unigrams, bigrams, and trigrams are

performed. Consider for an example a set of extracted

features and the corresponding unigrams, bigrams, and

trigrams generated:

(i) Features: read prctl openat epoll_ct

socketpair recvform

(ii) Unigram: read, prctl, openat,

epoll_ct, socketpair, recvform

(iii) Bigram: read:prctl, prctl:openat,

openat:epoll_ct,

epoll_ct:socketpair,

socketpair:recvform

(iv) Trigram: read:prctl:openat,

prctl:openat:epoll_ct,

openat:epoll_ct:socketpair,

epoll_ct:socketpair:recvfrom

Once the features are obtained, the corresponding bigrams

and trigrams are generated, and analysis is performed on all

N-grams to investigate the effect of N-gram size on clas-

sification accuracy.

3.4 Feature selection

Feature selection is one of the most crucial phase of ML,

which has a huge impact on the classification model gen-

erated. Irrelevant and redundant features must be removed

or else they may negatively impact the classification.

Irrelevant are variables/attributes which have less correla-

tion with a class, and redundant features have correlation

with one or more attributes in the feature space. Thus,

feature selection allows us to filter out attributes so that

only the important features which help in classification is

left out. Some of the conventional feature selection meth-

ods previously applied in the domain of malware detection

are MI [21], GSS [36] and DFS [33]. Mutual informa-

tion (MI) is a measure between two random variables

quantifying the amount of information obtained from one

random variable compared to the other random variable.

DFS method exploits the hypothesis that certain term

Fig. 1 The proposed architecture
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appearing in more number of documents are highly rele-

vant for categorization. GSS coefficient is a simplified

variant of the Chi-square statistics proposed by Galavotti

et al. In this approach, Chi-square is used to measure the

correlation between the attribute and class. Thus, if a

variable carries more information about a target class, such

attributes are known as a characteristic feature, also have a

high value. Thus, in summary, the benefits of performing

feature selection improve accuracy reduce overfitting, and

reduces training time. The following subsection highlights

the feature selection methods employed in our experiment.

3.4.1 SAILS: selection of relevant attributes for improving
locally extracted features using classical feature
selectors

We propose SAILS as a novel feature selection method.

The following steps outline the proposed feature selection

methods through a simple example.

Step 1 Set of malware and benign system calls are lis-

ted. Let Si denote a system call.

S1 S2 S3 S4

M bind munmap capget ioctl
B fcntl lseek writev prctl

Step 2 Feature selection algorithms such as MI, GSS and

DFS are used to give score for the samples.

Let FS ¼ ff1; f2; � � �; fn}

fi(aj)= Malware/Benign score

Step 3 System calls are sorted based on the malware and

benign scores.

S1 S2 S3 S4

M bind munmap capget ioctl
B fcntl lseek writev prctl

Sorted list containing system calls is arranged in

descending order of prominence.

M S2 S4 S3 S1

B S1 S4 S2 S3

Step 4 System calls are added to the new list

To do so, first, system calls from both malware and

benign list are taken. Then, a check is performed to identify

whether the system call already exists in the final list, if it is

not present, it is augmented to the final result.

M S2 S4 S3 S1

B S1 S4 S2 S3

S2 S1

Next, the second system call from both malware and

benign list is picked and their presence in the final list is

checked. Here S4 appears in both malware and benign list,

hence it is added once in the final list.

M S2 S4 S3 S1

B S1 S4 S2 S3

S2 S1 S4

Similarly, the third system call is chosen, i.e., S3 and S2.

Here, S2 is already present in the final list, hence only S3 is

added in the final list.

M S2 S4 S3 S1

B S1 S4 S2 S3

S2 S1 S4 S3

Here, both S1 and S3 are already present in the final list,

hence no need to add these two system calls again.

M S2 S4 S3 S1

B S1 S4 S2 S3

S2 S1 S4 S3

This method is built over the conventional feature

selection methods such as MI, GSS, and DFS. Initially, the

malware and benign score of the union of malware and

benign system calls are computed using the conventional

feature selection methods. Then the features are ranked in

the descending order of scores for the target classes. Once

two separate lists of system calls are obtained, the new list

of attributes based on SAILS are derived. For this purpose,

the alternate system calls are selected, one each from the

malware score ranked list and the other form the benign

score ranked list and these system calls, are added into the

new list provided, they are not the same and are not already

present in the list. If the two calls are similar, only one

instance of the feature is added to the list.

Algorithm 1 gives a brief description of the steps

involved in SAILS. The input to the algorithm is the list of

system calls, S ¼ fs1; s2; �; �; sNg; where m is the set of

malware system calls and b is the set of benign system calls

(line 1). In lines 2–3, call present in the applications are

sorted. Lists, u and v consist of system calls arranged in the

descending order of precedence of malware and benign

score, respectively. X is the set of system calls that forms

the final output. In the following steps, it is first checked

whether the current sorted malware system call from u is

present in X, if not, then, the presence of the benign system

call from v is checked in X. If absent, both malware and

benign system calls are added to X at positions j and jþ 1

respectively (lines 7-8). Similarly, if the benign system call

is already found in X then only the malware system call is

added (line 10). Alternatively, if the malware system call is

already present in X, then the presence of benign system

call is checked, if not present, only the benign call is added
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into X. Finally, if the benign system call from v is already

present in X then there is no need to add either the malware

(u) or the benign (v) system call into X. Finally, the list X is

returned as output, as shown in line number 20.

The implementation of SAILS was performed using

binary Max-Heap tree. Thus, two heap trees one for mal-

ware and another for benign system calls is obtained. Since

this tree is populated using identical (union) system calls

from both the dataset, hence it contains the same number of

system calls, but arranged in different fashion due to the

difference in local scores, corresponding to each system

call. In this way, the space complexity in worst case is

O(N), to be precise as the number of system calls are less

(approximately 393 in Linux Kernel 3.7), the space com-

plexity is also less. The time complexity to create Max-

Heap tree is Oðlog NÞ. Generally, both the trees contain

system call with maximum score at the root node. A system

call with maximum score is picked and appended to the list

X. During this course of action the system call with the

highest score is deleted from the tree and a heapify oper-

ation is performed. Thus, the time required to undertake

heapify operation in the worst case requires OðN logNÞ.
Therefore, in the worst case the total time to arrange the

system calls will need OðN logNÞ.

Algorithm 1 System calls extracted using SAILS

1: Procedure SAILS(S,m, b)
2: u ← sort(m)
3: v ← sort(b)
4: while i �= |S| do
5: if u[i] �∈ X then
6: if v[i] �∈ X then
7: X[j] ← u[i]
8: X[j + 1] ← v[i]
9: else
10: X[j] ← u[i]
11: end if
12: else
13: if v[i] �∈ X then
14: X[j] ← v[i]
15: else
16: //do nothing
17: end if
18: end if
19: end while
20: return X

3.4.2 Weighted feature selection (WFS)

Another method used in our experiment for feature selec-

tion is WFS. Here the weight of system calls are first

computed, and then ordered in descending order of the

corresponding malware and benign scores separately. The

prominent system calls are used to create the feature vector

matrix, which is further used to train the model and to

evaluate the performance of the generated model.

Algorithm 2 discusses the steps involved in feature

selection using WFS. The input to the algorithm is the set

of system calls, S, as shown in line number 1. From line

number 3 to 6, we compute the weight of system calls in

the malware set. In particular, the weight of system call is

computed as the product of the ratio of occurrences of

system calls in malwares to the total occurrence of system

calls in both training samples and the frequency of the calls

in malware files, to the total number of malware samples in

the training set. The time complexity for computing the

weight is O(1). Similarly, line number 8 to 10 depicts the

calculation of the weight of system calls for benign

examples. Finally, the average weight of system calls is

determined (refer to line 12). The steps 3–12 steps are

repeated until the weight corresponding to each call in set

S is ascertained.

Algorithm 2 System calls extracted using WFS

1: Procedure WFS(S)
2: S = {s1, s2, ·, ·, sN}; set of system calls.
3: while i �= |S| do
4: //Determine weight of system call in malware

set
5: T (Si,M) ← occ(Si,M)

occ(Si,M)+occ(Si,B)

6: U(Si,M) ← freq(Si,M)
|M|

7: wt(Si,M) ← T (Si,M) ∗ U(Si,M)
8: //Determine weight of system call in Benign

set
9: T (Si, B) ← occ(Si,B)

occ(Si,M)+occ(Si,B)

10: U(Si, B) ← freq(Si,B)
|B|

11: wt(Si, B) ← T (Si, B) ∗ U(Si, B)
12: avg(Si) ← wt(Si,M)+wt(Si,B)

2
13: end while
14: return avg(Si)

3.5 Feature vector table

The feature vector table is the collection of vectors con-

sisting of n rows and mþ 1 columns. Here, n represents the

number of applications in the dataset, and m is the number

of unique system calls invoked by both malware and

Fig. 2 Feature vector table
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benign APKs. An example of a feature vector table is

depicted in Fig. 2. The columns 1 to m denote the attributes

obtained after the feature selection phase. The last column

denotes the class label associated with each sample. Here,

the class label ‘1’ identifies malware samples, and ‘0’

denotes benign apps. Each row denotes a vector X with

dimension m that correspond to samples in the dataset.

Lastly, aij denotes the number of times jth system call was

invoked by ith sample.

3.6 Training and testing phases

Once the feature selection phase is concluded, the next step

is to train the model and predict new samples. Training

phase largely include construction of a feature occurrence

matrix, a data structure that record the frequency of attri-

butes obtained after the feature selection process. Eventu-

ally, the classification algorithm learns patterns

discriminant to the target classes. Later, the test samples

are supplied to a trained ML model. The learned model

assigns class labels to each apk in the test set. The per-

formance of the classifiers is evaluated using performance

metrics, such as accuracy, precision, recall, and F1-score.

Models are developed using Logistic Regression (LR),

Classification and Regression Tree, RF, XGBoost, and

DNNs.

Train-test split method is used in this work. Specifically,

60% samples are assigned to train set and the remaining

40% of the apks are included in the test set. The train-test

split method may sometimes result in the overfitted model.

3.7 Classifiers

Classification or predictive modelling is a method of

approximating a hypothesis function (f) which maps to

discrete output variables (y) for input observations (X). In

particular, classification is a supervised approach where a

program learns patterns from input examples and predict

the class for a new sample. Multiple ML classification

algorithms such as RF [7], Classification and Regression

Tree (CART) [26], LR [16] and XGBoost [13] were used

in our work. DNNs were also used to analyze the perfor-

mance and to compare the performance obtained with

machine learning algorithms.

3.7.1 Classification and regression tree (CART)

A decision tree is a non-parametric ML technique for

regression and classification problems. Given the input

observation, decision tree forms a hierarchical structure.

Each internal node corresponds to attribute and leaf node

corresponds to class labels. CART is a Gini index-based

method. Initially, all training samples are put in the root

node. Subsequently, the best partition is explored to min-

imize the Gini impurity. Noisy or impure attributes classify

a randomly selected sample into the wrong subset. Besides,

gini impurity equals zero if samples belong to one class.

The best discovered partition is further divided into parts,

each of which is subsequently seen as a new node. This

process is repeated until leaf nodes are obtained.

3.7.2 Random forest (RF)

Random Forest (RF) consists of a large number of decision

trees which can function as an ensemble. Each tree is

created from the set of a randomly selected subset of

training examples. The individual tree generates a class

prediction, further, the class that receives maximum votes

is the outcome of the entire classification process.

RF hyper-parameters are used to improve the model’s

predictive ability. Commonly used hyper-parameters

include a number of trees that the algorithm builds before

taking the maximum vote or considers the average pre-

diction. A higher number of trees generally increases per-

formance and makes predictions more stable, however,

suffers from speed. Alternatively, Random Forest can be

configured with another hyperparameter like split criterion,

min/max number of leaf nodes, the height of the tree etc.

3.7.3 Logistic regression (LR)

Logistic Regression is used when the target variable (i.e.,

dependent variable) is a categorical/binary response. A

sigmoid function is used as a logistic function which out-

puts real value for the corresponding input feature vector.

The obtained output value is subsequently converted to

binary based on the threshold, in particular, the output is

the estimated probability. Additionally, the coefficients

also help in predicting the importance of each input

variable.

3.7.4 XGBoost

XGBoost is a scalable and precise implementation of gra-

dient boosting, developed solely for improving model

performance and speed. Gradient Boosting is an ensemble

learner, it creates a final model based on a prediction

obtained from the collection of individual models. As the

predictive power of individual models is weak and sus-

ceptible to overfitting, hence ensembles of weak models

improve the overall result. Newly generated models can

predict error of prior models. XGBoost utilizes gradient

descent approach to reduce the error while combining the

models
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3.7.5 Deep neural network (DNN)

A DNN is a network contain multiple layers in between the

input and output layer. In DNN, nodes in each layer are

trained on a set of features of the previous output layer. As

the number of layers increases, the complexity of the net-

work increases, and it learns complex attributes. At higher

dimensions, traditional ML algorithms such as LR, KNN,

etc. exhibit poor performance, whereas in the case of neural

networks, as the size of the data increases, the performance

of the model increases. Additionally, hyperparameters like

drop out, and the learning rate may be altered to improve

the model performance.

Drop out is a regularization technique for neural net-

works, to avoid overfitting. It is an approach in which

randomly selected neurons are ignored during training.

Thus, in the forward pass, the contribution to the activation

of the neurons in subsequent layers are ignored, and any

updates in weights are also not applicable in the backward

phase. Dropout enables a model to learn more robust fea-

tures. Learning rate indicates the amount of change made

to the model during each step of the search process.

3.8 Evaluation of the classifiers

In this paper, evaluation metrics considered are accuracy

(see Eq. (1)), precision (see Eq. (2)), recall (or true posi-

tive rate) (see Eq. (3)) and F1-score (see Eq. (4)) to iden-

tify the classifier performance. True negative (a), is the

number of truly classified benign samples. True posi-

tive (b) is the number of correctly classified malware files.

The number of mis-classified legitimate applications are

referred as false positive (c). Malicious applications

wrongly classified as benign are called as False nega-

tive (h). Using TP (b), TN (a), FP (c) and FN (h), accuracy,

recall, precision and F1-score is computed.

AccuracyðAÞ ¼ aþ b
aþ bþ cþ h

ð1Þ

PrecisionðPRCÞ ¼ b
bþ c

ð2Þ

RecallðRECÞ ¼ b
bþ h

ð3Þ

F1 � ScoreðF 1Þ ¼2 � PRC � REC
PRC þREC

� �
ð4Þ

4 Attack model

Adversarial machine learning involves techniques, where

the malicious samples injected with attributes of legitimate

applications, forces machine learning system to misclassify

such perturbed malware apps. The modified(perturbed)

examples are also known as adversarial examples.

Adversarial examples can be broadly classified as (a) poi-

soning attack-performed during the training phase and

(b) evasion attack-perturbed samples created in the pre-

diction phase to mislead detection. Additionally, an

adversary may use one/more, threat models. These threat

model are related to the knowledge an attacker possesses,

with reference to a machine learning system. In a white-

box threat model, an adversary has complete knowledge of

training samples and classifier parameters. Such attack

models are used to evaluate the performance of a machine

learning system in the worst case. Moreover, in a black-box

attack model, the adversary does not have access to clas-

sifier and the training set. She can make a limited number

of attempts to fool the classification system.

4.1 Evasion attack

In evasion attack, an attackers feed adversarial input to the

classifier to increase misclassification. To accomplish this

task and adversary create synthetic malware samples,

imitating the properties of the benign applications. To start

with, 10% (247 apps) of the total malware samples (2474

samples) are chosen. Then, prominent system calls invoked

by benign samples absent in malware applications are

appended to it at a varied concentration (1%, 2%, 3%, etc.).

Such modified malware samples form the test set, which

are later used to predict the performance of the models.

Algorithm 3 Evasion attack

1: Procedure Poisoning (M ,S,j)
2: V ← j(M) //extract j percentage of samples from

malware set
3: X ← S(M) //percentage of Unique system calls present

only in benign set are extracted
4: for each file in V do
5: append X at the end of file
6: end for
7: return file

Algorithm 3 gives a brief description of the evasion

attack. The input to the algorithm includes M, which is the

set of malware files and S ¼ fs1; s2; �; �; sNg, a set of

prominent benign system calls which are absent in malware

files, to be injected into the malware samples, at the

specified concentration for creating adversarial examples.

In particular, system calls in benign Max-Heap tree, are

referred to as prominent calls which are absent in the first

half of the malware Max-Heap tree. Thus, in the worst-case

half the number of nodes in malware Max-Heap tree (half

the height of tree) is searched. Hence, in worst case the

time complexity to search legitimate system call in mal-

ware Max-Heap require O(logN), where N is the total

number of system calls. In line 2, j% of the malware

samples from original malware set are extracted. To be
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precise, j is the percentage of malware files that needs to be

poisoned (line 1). Next, prominent system calls invoked by

benign APKs at the required concentration, i.e. (1%, 2%,

. . .) are selected (line 3). In lines 4 to 7, for each in file V,

the system calls from X are added to samples in V de-

pending on the supplied concentration rate. Finally, the

output is a set of perturbed malware instances, injected

with a sequence of the calls from benign apps (line 7).

5 Performance analysis

In this section, the experiments along with results are

detailed. The experiments are conducted on Ubuntu 18.04

platform with the support of Intel Core i5-8250U CPU @

1.80 GHz with 8GB RAM. The dataset consisted of 2475

benign and 2474 malware applications. Benign applica-

tions are downloaded from 9Apps site and verified for

benignness by scanning samples using VirusTotal. The

apps from Drebin dataset constituted malware set. This

dataset contain malware samples belonging to 179 families.

An automated tool, i.e., Android Monkey which is a part of

the Android SDK, along with strace utility are used to

record the system calls. On the completion of system calls

extraction, the emulator process is killed and clean snap-

shot of the emulator is loaded for the analysis of subse-

quent samples. Comprehensive experiments were

performed for evaluating the following:

– Performance of machine learning classifiers using

proposed feature selection methods.

– Investigation of optimal feature category and feature

length.

– Performance comparison of machine learning and deep

learning algorithms.

– Investigation of the effect of drop out and learning rate

in the performance of deep learning neural network.

5.1 Experiment-I: feature selection method

A novel feature selection method (SAILS) was developed

on the top of classical feature selection approaches. Tra-

ditional feature selection methods like MI, GSS and DFS

were employed as local feature selectors to estimate the

score of each system call. These calls were further ranked

using our proposed attribute ranking approach, yielding an

enhanced outcome, both in terms of evaluation metrics and

feature-length.

Table 1 depicts the comparison of accuracies obtained

with proposed feature selectors and the conventional

approaches. In this experiment, classification models were

developed using RF, CART, LR and XGBoost. On

observing the results, it is noted that the accuracy obtained

for our proposed system is higher in most of the cases, and

for remaining experiments, the performance was at least

equal to the conventional approach. It was observed that

the highest accuracy was recorded for RF with unigrams,

and for bigrams, the best outcome was achieved using

XGBoost. In the case of trigrams, LR exhibited the highest

accuracy. It is worth mentioning that the results obtained

with the proposed methods exceed with fewer feature-

length.

5.2 Experiment II: robustness of N-grams

Figure 3 illustrates the malware and benign scores of 20

system calls which were predominant in benign samples.

From Fig. 3a, for unigrams, it can be seen that scores are

identical or marginally differ. This suggests statistical

similarity in the feature vectors for both malware and

benign examples. Considering Fig. 3b and c it seen that the

benign system call score is lesser when compared to the

malware call score. Similar trend is observed in case of

GSS�, WFS� and MI� as shown in Appendix Figs. 11, 12

and 13 respectively.

5.3 Experiments-III: comparison of classification
algorithms

In this experiment, the effectiveness of different ML

algorithms in identifying malware applications is evalu-

ated. In particular LR, Classification and Regression Tree

(CART), Random Forest (RF), eXtreme Gradient Boost

(XGBoost) and DNN are choosen. Additionally, a com-

prehensive analysis on the performance of DNN is per-

formed by determining optimal values of dropout and

learning rate.

From Fig. 4 it is clear that for GSS feature selection, the

accuracy and F1-Score obtained with SAILS is better

compared to the conventional approach.

Further, the average score of each system call was

computed, the system calls were then arranged in the

descending order of the average scores. Finally, sorted calls

using the aforesaid approach was utilized in the training

phase. For unigram, it was observed that Random Forest

achieved the highest accuracy of 95.85% with F1-score of

95.87%. In the case of bigram, XGBoost showed better

results with an accuracy of 99.4% and F1-score of 99.4%.

Figure 4c depicts that for trigram, LR shows the highest

accuracy of 99.34% and F1-score of 99.34%, which was

higher than other classifiers.

A similar pattern of results was obtained with Random

Forest and XGBoost employing DFS and MI feature

selectors as depicted in Figs. 5 and 6. In the case of DFS

feature selector, with Random Forest, the highest accuracy

and F1-score obtained for unigram was 96.31% and
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Table 1 Performance of

classification algorithms with

proposed feature selection

approach and classical feature

selectors

Classifier Feature selectors Unigram Bigram Trigram

FL A FL A FL A

LR MI* 100(98) 97.66 100(2212) 97.16 90(18318) 99.44

AVG-MI 100(98) 91.05 100(2212) 96.41 90(18318 96.75

GSS* 50(47) 88.58 80(1769) 99.13 80(16283) 99.34

AVG-GSS 90(88) 88.43 100(2212) 99.08 100(20354) 99.34

DFS* 100(98) 91.96 90(1990) 97.61 100(20354) 99.34

AVG-GSS 90(88) 88.43 100(2212) 99.08 100(20354) 99.34

WFS* 40(37) 89.3 100(2212) 98.0 100(20354) 99.4

CART MI* 100(98) 96.5 100(2212) 96.65 100(20354) 98.83

AVG-MI 100(98) 92.26 100(2212) 94.94 100(20354) 94.78

GSS* 90(88) 92.67 80(1769) 97.77 80(16283) 98.58

AVG-GSS 90(88) 92.57 80(1769) 95.08 100(20354) 98.17

DFS* 90(88) 92.32 70(1548) 96.7 90(18318) 98.22

AVG-DFS 90(88) 92.02 90(1990) 95.39 90(18318) 97.89

WFS* 40(37) 93.1 100(2212) 96.7 100(20354) 98.7

RF MI* 100(98) 96.75 80(1769) 97.21 100(20354) 98.23

AVG-MI 100(98) 96.1 80(1769) 97.21 100(20354) 96.8

GSS* 90(88) 95.85 90(1990) 98.78 80(16283) 98.17

AVG-GSS 100(98) 95.5 100(2212) 98.53 100(20354) 97.77

DFS* 100(98) 96.31 100(2212) 97.66 100(20354) 97.82

AVG-DFS 100(98) 96.11 100(2212) 97.21 100(20354) 97.97

WFS* 90(88) 97.2 20(442) 97.6 100(20354) 97.5

XGBoost MI* 100(98) 95.6 90(1990) 99.3 100(20354) 99.2

AVG-MI 100(98) 95.5 90(1990) 99.3 100(20354) 99.2

GSS* 80(78) 95.75 70(1548) 99.44 80(16283) 98.32

AVG-GSS 80(78) 92.65 70(1548) 97.67 80(16283) 97.72

DFS* 90(88) 95.7 100(2212) 99.4 80(16283) 98.2

AVG-DFS 90(88) 95.4 100(2212) 97.3 80(16283) 98.2

WFS* 70(68) 96.6 40(884) 97.9 20(4070) 97.7

FL denotes feature length at which best outcomes were obtained. FL is represented in the form of P(Q),

where P denote the percentage of features extracted from the feature space and Q denote the number of

attributes used to create model

Asterisks indicate a revised feature set after the application of SAILS

Fig. 3 Score difference of N-grams for DFS�
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96.32%. In the case of bigram with XGBoost, accuracy and

F1-score were 99.4% and 99.4% respectively.

Further, considering system call trigram with LR, the

best accuracy achieved was 99.34% along with F1-score of

99.34%. Considering MI feature selector for unigram with

Random Forest, the best accuracy attained was 96.75% and

obtained F1-score of 96.79%. In the case of bigram, the

best accuracy and F1-score obtained with XGBoost was

98% and 97.9% respectively. Whereas with LR, trigram

achieved accuracy and F1-score of 99.4% and 99.5%

respectively.

Summary The results lead to the conclusion that the

proposed feature selection method could derive attributes

that had a higher correlation with the target class. Thus,

resulting in improved outcome. In the case of unigram,

Random Forest achieved higher accuracy and F1-score

comparing other classifiers. Further for bigram, among all

four classifiers, XGBoost exhibited better accuracy and F1-

score. Comparing the results of trigram, LR achieved better

Fig. 4 Performance of GSS� feature selection on unigram, bigram, trigram

Fig. 5 Performance of DFS� feature selection on unigram, bigram, and trigram

Fig. 6 Performance of MI� feature selection on unigram, bigram, and trigram
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accuracy and F1-score compared to other classifiers. This is

because, LR exhibited improved results as the feature

vectors become linear in higher dimensional attribute

space. The trend was clearly evident for the three Logistic

regression model (i.e., unigram, bigram and trigram).

Intuitively, in all cases of classification algorithms trained

using bigrams and trigrams reported better performance

compared to unigram.

5.4 Experiment IV: performance with DL
classifier

In this experiment, DL was used to distinguish malware

and legitimate applications. This experiment was con-

ducted to analyze the performance of DNN compared to

conventional ML approaches. A DNN model named DNN-

2L with two hidden layers was designed. The first hidden

layer consisted of 50% of attributes of the input feature

space, as the number of neurons. Subsequently, the second

layer contained 50% of the neurons, that were present in

the previous layer. For example, if the feature set contained

1000 attributes, then the first layer will be created with 500

neurons and the second layer will be formed using 250

neurons. In DNN-2L, all layers contained Rectified Linear

Unit (ReLU) activation function. Sigmoid activation

function was used in the output layer, as malware identi-

fication is a binary classification problem. For faster con-

vergence and to avoid overfitting, Adam optimization

algorithm and cross entropy loss function was utilized

respectively. Employing DNN-2L comprehensive analysis

was conducted under following experimental settings and

we investigated: (i) effect of dropout rate in the perfor-

mance of model (Sect. 5.4.1) and (ii) effect of learning rate

in the performance of model (Sect. 5.4.2).

5.4.1 Effect of dropout rate in the performance of model

To avoid overfitting on training data, dropout was proposed

by Srivastava et al. [28]. Dropout is a regularization tech-

nique in which randomly selected neurons are removed

during the training phase. This indicates that, the contri-

bution of such neurons will be temporarily removed, during

the forward pass and weight update will be ignored, in the

backward pass. During the learning phase, a neuron

specific to a particular layer relies on the neighbouring

neurons. In a fully connected topology, a neuron tuned to

specific feature was passed on to the upstream neurons.

Thus, the network becomes more specific to the training

data. On the contrary, if certain neurons were randomly

eliminated, then the predictions are performed with the

existing neurons. This suggests that many new patterns/

representations, will be created and subsequently learned

by the network. Thus, the network would be less sensitive

to the weights of neurons and less likely to overfit the

training data.

To study the impact of dropout rate, a diverse classifi-

cation model learned with attributes derived by our pro-

posed feature selection method was created. In particular,

the well known feature selectors were improved by deriv-

ing the call/sequence of calls having the ability to identify

target classes. The outcome of the results are shown in

Fig. 7. The results in Fig. 7a indicates that dropout rates of

0.2, 0.5 and 0.6 gave the best results for all three categories

of features (i.e., unigram, bigram and trigram). An identical

trend can be observed in Fig. 7b and c, i.e., better results

are obtained at dropout rate of 0.3, 0.5 and 0.6. Finally, it

was observed that DNN-2L learned with unigram, bigram

and trigram at dropout rate of 0.2, 0.5 and 0.7 respectively,

attained the best results as depicted in Fig. 7d. A similar

observation has been observed when considering the F1-

score as the evaluation metric, to evaluate the performance

of the DL classifiers as show in Fig. 8.

5.4.2 Effect of learning rate in the performance of model

Further the importance of learning rate on the results of

classification was explored. Learning rate is a hyper-pa-

rameter which denotes how much a model needs to be

modified each time, by adjusting the weight. Lower value

of learning rate indicates more time spent on training or in

particular more steps needed to reach local minima. Con-

versely, large gradient descent learning rate would over-

shoot, besides missing local minima. Specifically, the

model would fail to converge. In this study, the learning

rate was varied such that it began with a small value (i.e.

0.001) and progressively increased by 0.01 until the max-

imum value of learning rate (i.e., 0.3) was reached (refer to

Table 2).

5.5 Experiment V: evaluation against adversarial
examples

The performance of any ML based system might degrade

over time, eventually fortifying the system. In order to

evaluate the detection capability of the classifier in the

presence of adversarial samples, synthetic malware’s

mimicking statistical properties of legitimate set were

created. In this context, adversarial malware samples were

developed, by injecting varied proportion of prominent

system calls, frequently invoked by the benign applica-

tions. The point of argument here is that, the classification

algorithms fail to detect adversarial malware samples. The

results show that as the proportion of system calls injected

into each of the samples was increased, the recall declined

dramatically, indicating that the classification algorithms

fail to detect the malware samples (refer Table 3).
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In this experiment, adversarial samples for five detection

models were generated. For each model, the recall rate was

evaluated for 1%, 2% and 3% of prominent Benign system

calls that were used to poison the malware samples. Fig-

ure 9a shows that the recall rate for Unigram in CART

prior to the attack was 96.55% and after the attack, it got

reduced to 33.73%. This was the case of 1% of prominent

benign system calls that were appended to the malware

samples for poisoning and the trend continued for both 2%

and 3% of prominent benign system calls. Considering 2%

of benign system calls, after poisoning the recall rate was

minimized to 58.94% and for 3% of benign system calls it

dropped to 30.89%. In case of a bigram, the recall rate

reduced from 97.26 to 29.26% for 1% of benign system

calls and for 2% benign system calls, the recall rate

diminished to 30.0%. Likewise, for 3% of benign system

calls, recall was minimized to 24.79%. Further for trigram,

the recall rate for 1% of benign system calls reduced from

98.88 to 45.93%. Whereas for 2% of benign system calls,

the rate minimized to 57.48% and for 3% of benign system

calls, the rate reduced to 39.67 %.

Figure 9b depicts that for 1% benign system calls of

unigram, LR shows a recall rate of 98.68% prior to poi-

soning, and after poisoning it was reduced to 50.4%. In

case of 2% and 3% of system calls, the true positive rate

was reduced to 68.29% and 66.66% respectively. For

bigram after poisoning, the recall rate was reduced from

98.78 to 77.64%, 81.3% and 69.1% for 1%, 2% and 3% of

benign system calls. Considering trigram, from 99.79% of

recall rate, it diminished to 86.17%, 86.6% and 85.02% for

1% 2% and 3% of prominent benign system calls

respectively.

Figure 9c shows that in case of Random Forest, for

unigram the true positive rate declined from 97.89 to

61.38%, 74.79% and 35.77% for 1%, 2% and 3% of benign

system calls respectively. Considering 1%, 2% and 3% of

benign system calls of bigram, the recall rate reduced from

98.38 to 79.26%, 83.33%, and 74.39% respectively. Fur-

ther, for poisoned trigram, the recall rate diminished from

98.58 to 82.11%, 84.61% and 84.61% for 1%, 2% and 3%

of benign system calls.

From Fig. 9d it is clear that with XGBoost, the recall

rate of unigram reduced from 95.8 to 80.01% for 1%, 2%

and 3% of benign system calls after poisoning. Considering

1%, 2% and 3% of benign system calls in Bigram after

poisoning, the recall rate reduced from 98.7 to 92.22%. In

case of Trigram, for 1%, 2% and 3% of benign system

calls, the recall rate of 99% diminished to 91.9%.

Figure 10 depicts that for unigram, the recall rate

diminished from 95.2 to 44.53% in case of 1% of

Fig. 7 Accuracy comparisons for different DL classifiers of proposed feature selection approach using dropout rate
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prominent benign system calls and for 2% and 3% of

benign system calls, the recall rate reduced to 43.3% and

42.1%. Considering 1% of injected bigram, the recall rate

minimized from 98.2 to 40.48%, the recall at 2% and 3%

injection rate reduced to 34.81% and 32.39% respectively.

Further for trigram, in case of 1% injected calls, the recall

declined from 98.58 to 48.18%, moreover, for 2% to 3%,

the recall dropped from 42.51 and 37.65% respectively.

6 Conclusion and future directions

In this paper, a new feature selection method, SAILS, is

designed, which can provide better results compared to

conventional feature selection approaches. Also, the classi-

fier performance of different N-grams is studied. We per-

formed parallel analysis of the Android malware detector

using deep learning network and machine learning algo-

rithms. Further, the performance of the model was evaluated

by analysing the change in dropout and learning rate.

Fig. 8 F1-Score comparisons for different DL classifiers of proposed feature selection approach using dropout rate

Table 2 Performance of DL

classifier with proposed feature

selection approaches using

dropout rate and learning rate

Feature selectors Category Drop out LR A F 1 PRC REC

GSS� UNIGRAM 0.2 0.1 0.952 0.952 0.950 0.956

BIGRAM 0.6 0.2 0.990 0.990 0.990 0.994

TRIGRAM 0.8 0.1 0.980 0.980 0.980 0.990

DFS� UNIGRAM 0.7 0.001 0.950 0.950 0.953 0.943

BIGRAM 0.8 0.1 0.990 0.990 0.984 0.992

TRIGRAM 0.1 0.1 0.980 0.981 0.970 0.991

MI� UNIGRAM 0.5 0.001 0.952 0.952 0.952 0.952

BIGRAM 0.8 0.1 0.980 0.980 0.980 0.982

TRIGRAM 0.4 0.001 0.987 0.987 0.986 0.989

Asterisks indicate a revised feature set after the application of SAILS

Cluster Computing (2020) 23:2789–2808 2803

123



Adversarial attacks are also performed on the ML

models. It is observed that the adversary could deceive the

current ML based malware detectors. A drop in perfor-

mance is observed when the trained models were given

evasive examples as input. Thus, it is important to develop

robust ML models trained with adversarial patterns, such

that Android malware detectors are capable of recognizing

tainted samples.

Our current work focuses on dynamic analysis of

Android malware. In future work, we envisage the use

hybrid analysis on a larger dataset. It is also planned to

include features relating to network packets (packet size,

packet payload size, packet inter-arrival time, TCP flag

status, the total number of bytes in packets, packet direc-

tion, protocols, etc)., to train ML algorithms. The collec-

tion of these features along-with systems calls would

undoubtedly reveal promising patterns for identifying

malware. We also plan to model new feature selection

techniques having high correlation with class, but loosely

correlated with other features. Finally, we plan to carry out

attacks on classifier ensembles, and develop

Table 3 Performance

comparison of WFS feature

selection method with other

approaches

Classifier Feature selectors Unigram Bigram Trigram

FL A FL A FL A

LR WFS* 40(37) 89.3 100(2212) 98.0 100(20354) 99.4

MI-AVG 100(98) 91.05 100(2212) 96.41 90(18318) 96.75

GSS-AVG 90(88) 88.43 100(2212) 99.08 100(20354) 99.34

DFS-AVG 100(98) 91.96 90(1990) 97.16 100(20354) 99.34

CART WFS* 40(37) 93.1 100(2212) 96.7 100(20354) 98.7

MI-AVG 100(98) 92.26 100(2212) 94.94 100(20354) 94.78

GSS-AVG 90(88) 92.57 80(1769) 95.08 100(20354) 98.17

DFS-AVG 90(88) 92.02 90(1990) 95.39 90(18318) 97.89

RF WFS* 90(88) 97.2 20(442) 97.6 100(20354) 97.5

MI-AVG 100(98) 96.1 80(1769) 97.21 100(20354) 96.8

GSS-AVG 100(98) 95.5 100(2212) 98.53 100(20354) 97.77

DFS-AVG 100(98) 96.11 100(2212) 97.21 100(20354) 97.97

XGBoost WFS* 70(68) 96.6 40(884) 97.9 20(4070) 97.7

MI-AVG 100(98) 95.5 90(1990) 99.3 100(20354) 99.2

GSS-AVG 80(78) 92.65 70(1548) 97.67 80(16283) 97.72

DFS-AVG 90(88) 95.4 100(2212) 97.3 80(16283) 98.2

FL denotes feature length at which the best outcomes were obtained. FL is expressed in the form of P(Q),

where P denotes the percentage of features extracted from the feature space and Q denote the number of

attributes used to create the model

Asterisks indicate a revised feature set after the application of SAILS

Fig. 9 Performance evaluation of unigram, bigram and trigram after poisoning using ML
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countermeasures to harden classifier for minimizing mis-

classification rate.

Compliance with ethical standards

Conflicts of interest There is no conflict of interest for the paper.

Appendix

In this section, different scores of N-gram for GSS, WFS,

and MI are presented to illustrate the malware and benign

samples for various features (see the Figs. 11, 12 and 13).

Fig. 10 Performance evaluation of unigram, bigram and trigram after

poisoning using DL

Fig. 11 Score difference of N-grams for GSS�

Fig. 12 Score difference of N-grams for WFS�
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Numerical Study on the Undrained
Response of Silty Sands Under Static
Triaxial Loading

M. Akhila, K. Rangaswamy and N. Sankar

Abstract The silty soils are more susceptible to liquefaction, even under static
loading, than the coarse sands. Pore pressure developed during dynamic events may
not dissipate easily due to the presence of more number of small voids. Hence, the
rate of pore pressure build-up under static/dynamic loading conditions is much
faster in silty sands, which lead to a reduction in the soil strength. This phenomenon
may be assessed in terms of either contraction or dilation behaviour under triaxial
loading. Therefore, it is necessary to analyse the undrained response of silty sands
under triaxial loading so that the damages occurring during future dynamic events
may be predicted. The present study involves both the experimental and numerical
simulations on various silty sands, which contain 0, 10, 20, 30 and 40% silt fines.
Initially, experimental static triaxial testing was performed to determine the
undrained response of silty sands moulded to cylindrical specimens at medium
relative density. The saturated samples are isotropically consolidated at 100 kPa
pressure before shearing. Further, numerical simulations were performed on silty
sands by inputting the material parameters into the hypoplastic model. This model
requires eight material constants as input including critical friction angle, hardness
coefficients, limited void ratios, peak state and stiffness coefficients. These constants
were determined for each silty sand combination after conducting basic laboratory
tests according to the formulations build in the hypoplastic model program. The
experimental trends were compared with numerical model simulations under tri-
axial testing. The effect of the initial state of soil and the amount of silt fines on the
undrained response of fine sands is discussed in detail. The liquefaction suscepti-
bility of silty sand is described based on steady state line concept. The results
indicate that the silt sands behave as highly contractive, i.e. more liquefiable when
compared with sands.
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Service Learning in Engineering Education: A Study of Student-Participatory 
Survey for Urban Canal Rejuvenation in Kochi, India 

Sunny George1, Ratish Menon1, Pramod Thevanoor1 and John Tharakan2,* 
1SCMS Water Institute, SSET Campus, Karukutty, Kerala, India  

2,*College of Engineering and Architecture, Howard University, Washington DC 20059, USA  

Abstract 

It is widely accepted that learning through doing, or service learning (SL) and engaging students in community centred project 
based learning (PBL) is transformative in terms of enhancing student learning and employability, effectively improving both 
technical and soft skills that are sought after by employers, while at the same time growing and developing an informed and 
educated citizenry. Participatory learning here is a pedagogical approach in which students involve themselves in a community-
based project, which has proven to be more effective than direct lecture based transfer and absorption of knowledge.  In this 
paper, we present a case study from Kochi city in Kerala, India, where undergraduate (UG) engineering students from the 
environmental engineering (EE) program at SCMS School of Engineering and Technology (SSET) participated voluntarily in the 
comprehensive survey of a 10.87 km canal running through busy, dense and heavily populated urban area of Kochi City. This 
Thevara-Perandoor (T-P) canal was a heavily used commercial artery for the city. Unfortunately, the T-P canal is now totally 
degraded, primarily due to unregulated solid waste dumping and untreated sewage inflows at numerous locations along its course 
throughout the urban space. The UG students of the CE program at SSET voluntarily came forward to do the study on behalf of 
Kochi Municipal Corporation (KMC). This partnership, between an academic program and a community based entity, such as a 
municipal corporation or any other community based entity, establishes a model for integrating meaningful service learning into 
engineering education. The partnership provided an immense opportunity for the students to implement whatever they had 
learned in the classroom and doing so by working for the benefit of the community in which they themselves were resident. This 
paper describes the practices that are being followed in this service learning exercise. The paper also focuses on the impediments 
as well as the opportunities that exist for both widening and deepening the knowledge domain of the students, while working on 
the mentioned urban canal survey.  The value and impact of the model described through the examined case study is especially 
important, given that the notion of service learning as a pedagogical approach is gaining momentum in the Indian engineering 
education sector, and when programs such as Unnat Bharath Abhiyan which focuses on and mandates utilizing student voluntary 
work for rural development are being implemented. 
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ABSTRACT The paralyzed population is increasing worldwide due to stroke, spinal code injury, post-polio,
and other related diseases. Different assistive technologies are used to improve the physical andmental health
of the affected patients. Exoskeletons have emerged as one of the most promising technology to provide
movement and rehabilitation for the paralyzed. But exoskeletons are limited by the constraints of weight,
flexibility, and adaptability. To resolve these issues, we propose an adaptive and flexible Brain Energized
Full Body Exoskeleton (BFBE) for assisting the paralyzed people. This paper describes the design, control,
and testing of BFBE with 15 degrees of freedom (DoF) for assisting the users in their daily activities. The
flexibility is incorporated into the system by a modular design approach. The brain signals captured by
the Electroencephalogram (EEG) sensors are used for controlling the movements of BFBE. The processing
happens at the edge, reducing delay in decision making and the system is further integrated with an IoT
module that helps to send an alert message to multiple caregivers in case of an emergency. The potential
energy harvesting is used in the system to solve the power issues related to the exoskeleton. The stability
in the gait cycle is ensured by using adaptive sensory feedback. The system validation is done by using
six natural movements on ten different paralyzed persons. The system recognizes human intensions with
an accuracy of 85%. The result shows that BFBE can be an efficient method for providing assistance and
rehabilitation for paralyzed patients.

INDEX TERMS Artificial intelligence, assistive technologies, brain-computer interface, edge computing,
Internet of Things (IoT), rehabilitation.

I. INTRODUCTION
A recent survey carried out by Toyota Foundations revealed
that 30% of the paralyzed population is disappointed with
the assistive devices in the market. The outdated design of
assistive devices is causing constant pain and frustration.
Survey participants also recommended that future assistive
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devices should be easy to handle and help in daily activities.
The respondents also indicated that the design should be nat-
ural, like an extension of their body, providing them freedom
and independence [1], [2]. Currently, exoskeletons are the
most popular solution used in rehabilitation and assistance of
the paralyzed people [3]–[8]. Numerous types of exoskele-
tons are designed for purposes ranging from rehabilitation
and assistance to transportation and handling heavy load in
industries.
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In rehabilitation, the exoskeletons are used to work in
parallel with the human legs and carry out the desired actions
with ease. These devices are specifically designed to treat
disabilities of patients in a clinical setting. The rehabilita-
tion exoskeleton helps paralyzed patients to engage with
real-world things and to monitor the movement of body
parts. Exoskeletons are also designed for healthy subjects,
enabling them to interact with a virtual environment [9].
As healthy people use these haptic exoskeletons, ease of
wearability is not a major issue, but portability and efficient
finger tracking are highly required. In recent times, to assist
children having cerebral palsy disorders, exoskeletons have
been designed [10]. The architecture of the control unit,
the mechanical system, and feature extraction is discussed
in detail. In [11], a wearable hip assist robot is discussed,
which is used to improve the gait function and reduce muscle
effort and metabolic activities. The device can reduce knee
and ankle muscle activity along with a decrease in hip move-
ments. The robot can stabilize the trunk during walking in
adults. But the system has not investigated the effectiveness
of gait rehabilitation.

In [12], the translation of gait without using crutches gait
in a biped robot is demonstrated. The mathematical hybrid
model analysis is carried out to find different gait and walking
speeds. The walking gaits are stabilized using a centralized
controller. A knee exoskeleton that can be used for sit to
stand assistance is discussed in [13]. Here, the torque control
is improved using a unique transmission configuration, also
with reduced output impedance. Design specifications of the
current lower limb exoskeletons are reviewed, and the human
biomechanical consideration in lower limb design is analyzed
in [14]. The classification and design challenges in the field
of Exoskeleton and Orthoses are discussed in [15]. In [16],
the classification of exoskeletons into the palm, upper limb,
and lower limb exoskeleton is discussed. Further, the paper
discusses various exoskeletons proposed for rehabilitation
and enhancement purposes. The paper also puts forward the
concept of developing a full-body exoskeleton.

In [17], a wearable full-body exoskeleton is designed for
a mobile cyber-physical system. Here, the design of a new
technique for identifying the gate phase is also discussed.
Energy harvesting using human’s daily actions is proposed
to charge the battery of exoskeleton in [18]. Conventional
and alternative methods for providing power to exoskele-
tons are discussed. A systematic review of various types of
exoskeletons for using with the lower limb in neurorehabil-
itation is presented in [19]. In [20], an exoskeleton to aid
patient rehabilitation with postural equilibrium is designed.
Multi-variable robust control with the patient’s Electro Myo-
graphical (EMG) signals is utilized to achieve equilib-
rium. Berkeley Lower Limb Exoskeleton (BLEEX) [21] is
designed to transfer load and body weight into the ground,
which reduces the metabolic cost of the wearer. This par-
allel exoskeleton is able to enhance the endurance of the
user. The exoskeleton, which augments the torque and power
of the user during lifting and daily activities, is discussed.

Software-Defined Network (SDN) assisted solutions with
exoskeletons for use in rehabilitation are also proposed
recently [22]. The majority of the existing exoskeletons have
weight, flexibility, and adaptability constraints. Easy weara-
bility and portability are other significant limitations expe-
rienced by current assistive exoskeleton-based solutions for
rehabilitation [23]–[25].

To overcome the current issues existing with exoskeletons,
we propose an adaptive and flexible Brain Energized Full
Body Exoskeleton (BFBE) for assisting the paralyzed peo-
ple. In the BFBE system, the brain signals captured by the
EEG sensors are used for controlling the movements of the
exoskeleton. The flexibility is incorporated into the system
by a modular design approach. The BFBE system has a BCI
module, a Control Unit (CU), and a Body-Part Actuation
Module (BAM). BCI module captures the brain signal and
transforms it into a signal that can be used by the CU. The pro-
cessing happens at the edge, thus reducing delay in decision
making, and the system is further integrated with an IoTmod-
ule that helps to send an alert message to multiple caregivers
in case of an emergency. The system is non-invasive, and
the fabricated EEG sensor is used to collect the signals from
the scalp. An instrumentation amplifier is used to enhance the
strength of the obtained signals. The output signal from the
amplifier is subjected to filtering and pre-processing. The sig-
nals are generated for different basic human actions (sitting,
standing, sleeping) and then after the pre-processing is stored
in a database. When the paralyzed person has an intention
to make a particular movement, the microcontroller in the
CU uses this database and produces the signal for activating
the particular body part. The generated EEG pattern of the
person is mapped into the corresponding action. The BAM
then uses the motor driver circuit to pass the activation signal
to the corresponding part of the body. The potential energy
harvesting is used in the system to solve the power issues
related to the exoskeleton. The stability in the gait cycle is
ensured by using adaptive sensory feed-back.

The paper is arranged into 4 sections. The proposed work
is discussed in Section 2. The system architecture is dis-
cussed initially, and then the theoretical analysis is presented.
Section 3 presents and discusses the system working and
testing details and the results obtained. Finally, the paper
concludes in section 4. The list of abbreviations is listed in
table 1.

II. PROPOSED SYSTEM
A. SYSTEM ARCHITECTURE
The architecture of the Brain Energized Full Body Exoskele-
ton (BFBE) system is shown in Figure 1. The BFBE system
has three major modules 1) BCI module, 2) Control Unit,
and 3) Body-Part Actuation Module. The primary function of
the BCI module is to collect the EEG signals from the scalp
and then convert it into a form that can be used by the CU.
We have fabricated a sixteen-electrode based EEG sensor,
which is used in the proposed system for collecting the signals
and also for analyzing the brain activity. For removing the
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TABLE 1. List of abbreviations.

FIGURE 1. System architecture: Brain Energized Full Body Exoskeleton
(BFBE).

high-frequency noise, we use a bandpass. Walsh Hadamard
Transform (WHT) is then used to transform the signals into
the frequency domain.

The signals are further transformed into a digital form and
provided to the Arduino Mega, which transmits the signal
via Bluetooth to the Control Unit. The signals are generated
for different basic human actions (sitting, standing, sleeping)
and then after the pre-processing is stored in a database.
When the paralyzed person has an intention to make a par-
ticular movement, the microcontroller in the CU uses this

TABLE 2. Body parts of BFBE and its corresponding joints.

database and produces the signal for activating the particular
part of the body. The generated EEG pattern of the person
is mapped into the corresponding action. The BAM then
uses the motor driver circuit to pass the activation signal
to the corresponding part of the body. The potential energy
harvesting is used in the system to solve the power issues
related to the exoskeleton. The stability in the gait cycle is
ensured by using adaptive sensory feed-back. The feedback
to the CU is provided using a multi-level sensing technique
so that corrections can be made in the process. Required
corrections for producing the actuation signals are done by
the microcontroller using this feedback and thus improving
the decision-making accuracy. An accelerometer is used on
the backside for detecting accidental falls. The processing
happens at the edge, thus reducing delay in decision making,
and the system is further integrated with an IoT module
that helps to send an alert message to multiple caregivers in
case of an emergency. If the measured tilt passes a particular
threshold, a similar emergency message will be given to the
caregiver via a wireless transmitter. The secure communi-
cation is ensured between paralyzed persons and caregivers
using a double encrypted NTSA algorithm [26]. The material
used for the development is carbon fiber, so that it can easily
replicate various body movements with ease. The BFBE has
a total of 15 degrees of freedom spread across different joints
of the body, as indicated in Table 2.

Each of these joints is realized using high torque motors.
Controlling the angle of rotation of the motors enables the
system to make different movements. The exoskeleton is easy
to wear due to its flexible and detachable components. The
straps are used to tie the exoskeleton to different body parts.
To further improve the stability of the person, support is
provided on the backside and ankle region. In order to check if
the applied force is sufficient to make the exoskeleton stable,
angle sensors are placed on the joints.

B. SYSTEM DESIGN AND METHODOLOGY
The full-body structure of the exoskeleton mainly consists
of five different body parts, which are lower limb, upper
limb, head & neck, shoulder, and hip. The BFBE structured is
designed by integrating these parts. The modular design pro-
vides BFBE with the highly required flexibility. The system
can thus be used by people with different degrees of paralysis.
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FIGURE 2. Sitting posture of BFBE (3D model).

1) EXOSKELETON DESIGN FOR DIFFERENT POSTURES
In this section, we discuss the design generated for the
exoskeleton in different body postures. BFBE exoskeleton
is constructed to mirror the anatomy of the human body.
Figure 2 illustrates the full-body exoskeleton designed using
3D software to emulate sitting posture. The major advantage
of the exoskeleton system is that the various parts and the
joints can be attached and detached easily. The system can
thus be used by people with different degrees of paralysis.
The full-body exoskeleton can be used by a completely par-
alyzed person. paralysis can be provided with a customized
exoskeleton. People experience the ease of wearability and
mobility because of the development of the exoskeleton with
carbon fiber material. To further improve the stability of the
person, on the backside and in the ankle region, a support
is provided with the system. Actuating the motors placed at
the corresponding joints helps to move from sleeping to the
sitting posture.

Figure 3 shows the standing posture of the full-body
exoskeleton. The system translates from sleeping to standing
based on the acquired human intensions. The high torque
motors placed at the different joints help in lifting the human
weight. If the actuation signals produced are not sufficient,
more accurate signals will be generated based on the feedback
received. A customized execution pattern is used to maintain
stability and reduce errors. The design also ensures that no
direct transition from sleeping to standing or vice versa.

III. MATHEMATICAL ANALYSIS OF THE PROPOSED
SYSTEM
The mathematical analysis is done on the full-body exoskele-
ton to identify the desired torque proportional to the mass.
The joints used to provide 15 degrees of freedom are uti-
lized to control the different bones of the human skeleton.
Figure 4 presents the exoskeleton structure used for the anal-
ysis. Here, A is the head joint (HJ), b is the neck joint (NJ),

FIGURE 3. Standing posture of BFBE (3D model).

FIGURE 4. Exoskeleton structure used for analysis.

c is the left shoulder joint left (SJL), d is the elbow joint left
(EJL), e is the hand joint left (HJL), f is the shoulder joint
right (SJR), g is the elbow joint right (EJR), h is the hand
joint right (HJR), lr and lh are the links for humanoid limbs.

Let the angle of the limb with respect to vertical and
horizontal axis is denoted by ’θ’, the masses of the element by
mi, the length of the elements by li, and the center of gravity of
the system by Gi. The spring of the element is represented by
spring coefficientKi. The angles are referenced with horizon-
tal and vertical axis where L denotes the kinetic andP denotes
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the potential energy, and e is the force to be applied to the
joint.

Let the different control signals to be applied at hip and
knee joint of human and exoskeleton be defined as Â for the
angular acceleration of knee, Ã for the angular velocity of the
knee, Å for the angular position of the knee, for the total
torque applied on the knee and the ankle, Î for the inertia on
the foot and the shank. Let the length of the shank is L̂m,
length of the foot is L̂m, the mass of the shank is Ŏ kg, mass
of the foot is Ō kg and let the torque be proportional to mass.

Consider the upper part of the body. The driving motor
is located at the head joint driven by VHJ , VNJ is the neck
joint motor driving voltage, VSJL is the shoulder joint left
motor driving voltage, VSJR is the shoulder joint right motor
driving voltage. Because of the DC voltage, we have currents
IHJ , INJ , ISJL , ISJR, entering the exoskeleton upper part. The
current flowing from the neck joint to the head joint is denoted
by INH. We have INJ = INH , ISJL = 0, IS−R = 0, IHJ =−INH
and INH = SM (VNJ , VSJR, VSJL , VHJ ),where SM is a function
classified based on the portion at the exoskeleton. Also ‘ ∈′

is the force to be applied to the joint to move from an initial
position or angle ‘0’ to final position angle ′θ ′. The length of
the exoskeleton part be li and the width is wi and the initial
position of the exoskeleton is ‘x ′ along the axis. The net force
applied to the head joint movement will be,

∈HJ=

∫ <∅

0
∈
1
HJ Widx (1)

With ∈1 as the force applied per unit area, the width Wi
becomes constant, thus we have,

∈HJ= Wi

∫ <∅

0
∈
1
HJ dx (2)

Similarly, we obtain other values of force applied on shoul-
der joint left and shoulder joint right as,

∈SJL = Wi

∫ <∅

0
∈
1
SJL dx (3)

∈SJR = Wi

∫ <∅

0
∈
1
SJR dx (4)

We can say that the net force applied to the head joint,
shoulder joint left and shoulder joint right movement as a
function of different voltages given by,

∈HJ = fHJ (VNJ ,V SJL ,VSJR,VHJ ) (5)

∈SJL = fSJL (VNJ ,V SJL ,VSJR,VHJ ) (6)

∈SJR = fSJR (VNJ ,V SJL ,VSJR,VHJ ) (7)

If we consider a time-varying voltageVNJ ,V SJL ,VSJR,VHJ
to move the exoskeleton at any position at any time, the neck
to head force, shoulder joint left and shoulder joint right, as a
function of time t is given by,

∈
(t)
NH = fHJ (VNJ (t),V SJL(t),VSJR(t),VHJ (t)) (8)

∈
(t)
SJL = fSJL (VVJ (t),V SJL ,VSJR,VHJ ) (9)

∈
(t)
SJR = fSJR (VNJ (t),V SJL ,VSJR,VHJ ) (10)

Here ‘f’ is the function taking the time-varying force into
consideration. Now we have current acting at shoulder joint
left and shoulder joint right given by,

ISJL(t) =
d
dt
∈SJL (11)

ISJR(t) =
d
dt
∈SJR (12)

As the incoming current is equal to the outgoing current,
we have, INJ (t) + IHJ (t) = d

dt ∈NH . With INJD (t) as the
initial position, we have INJ (t) = Iµ (t)+ INJD (t), IHJ (t) =
−Iµ (t)+ IHJD (t) and INJD (t)+ IHJD(t) = d

dt ∈NH .
Here, Iµ (t) is fully responsible for the exact movement at

the exact time and INJD and IHJD for the correct initial posi-
tion. We can call them us the returned coordinates. If INJD (t)
is causing the change in the movement of exoskeleton by an
angle θ ′ in the given time 1t , then INJD (t) = d

dt ∈
′

θ , and if
IHJD (t) is causing the change in themovement of exoskeleton
by θ ′′ in the given time 1t , then IHJD = d

dt∈
′′

θ .
Change in the variation between the neck and the head joint

is given by d
dt ∈

′

θ +
d
dt ∈

′′

θ=
d
dt ∈NH that is ∈

′

θ + ∈
′′

θ= ∈NH .
Assuming two different movement angle force at <∈′θ and
<∈θ

′′ we have the force, variations given by,

∈
′

θ ′ = Wi

∫ <θ ′

0

x
li
∈
′
HJ dx (13)

∈
′′

θ ′′ = Wi

∫ <θ ′′

0

(
1−

x
li

)
∈
′
HJ dx (14)

The net force applied is written as a function of different
voltages given by,

∈
′

θ ′ = fθ ′ (VNJ ,V SJL ,VSJR,VHJ ) (15)

∈
′′

θ ′′ = fθ ′′ (VNJ ,V SJL ,VSJR,VHJ ) (16)

Considering the time-varying voltageVNJ ,V SJL ,VSJR,VHJ
to move the exoskeleton at any position at any time, the neck
to head force, shoulder joint left and shoulder joint right, as a
function of time t is given by,

∈
′

θ ′ (t) = fθ ′ (VNJ (t),V SJL(t),VSJR(t),VHJ (t)) (17)

∈
′′

θ ′′ (t) = fθ ′′ (VNJ (t),V SJL(t),VSJR(t),VHJ (t)) (18)

Considering the ‘f’ function takes time varying force into
considerations, we have the current acting as,

IHJD (t) =
d
dt
∈θ ′ (19)

IHJD (t) =
d
dt
∈θ ′′ (20)

ISJL (t) =
d
dt
∈SJL (21)

ISJR (t) =
d
dt
∈SJR (22)

The net current flowing through the exoskeleton is zero and
given by,

INJ (t)+ IHJ (t)+ ISJL (t)+ ISJR (t) = 0 (23)

INJD (t)+ IHJD (t)+ ISJL (t)+ ISJR (t) = 0 (24)
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Using the chain value of differentiation on the current
values we obtain,

INJD (t) =
∂ ∈θ ′

∂VNJ

d
dt
VNJ +

∂ ∈θ ′

∂VSJL

d
dt
VSJL

+
∂ ∈θ ′

∂VSJR

d
dt
VSJR +

∂ ∈θ ′

∂VHJ

d
dt
VHJ (25)

IHJD (t) =
∂ ∈θ ′′

∂VNJ

d
dt
VNJ +

∂ ∈θ ′′

∂VSJL

d
dt
VSJL

+
∂ ∈θ ′′

∂VSJR

d
dt
VSJR +

∂ ∈θ ′′

∂VHJ

d
dt
VHJ (26)

ISJL (t) =
∂ ∈SJL

∂VNJ

d
dt
VNJ +

∂ ∈SJL

∂VSJL

d
dt
VSJL

+
∂ ∈SJL

∂VSJR

d
dt
VSJR +

∂ ∈SJL

∂VHJ

d
dt
VHJ (27)

ISJR (t) =
∂ ∈SJR

∂VNJ

d
dt
VNJ +

∂ ∈SJR

∂VSJL

d
dt
VSJL

+
∂ ∈SJR

∂VSJR

d
dt
VSJR +

∂ ∈SJR

∂VHJ

d
dt
VHJ (28)

With dx as a small incremental moment for an incremental
time dτ we obtain,

dx =
−KiWi

Ã
∈
′
HJ dτ (29)

Substituting the above value of dx in (2) and (3) we obtain,

∈SJL = Wi

∫ θ ′′

θ ′
∈
′
SJL

(
−KiWi

Ã
∈
′
HJ dτ

)
(30)

∈SJL =
−KiW 2

i

Ã

∫ θ ′′

θ ′
∈
′
SJL∈

′
HJ dτ (31)

∈SJR =
−KiW 2

i

Ã

∫ θ ′′

θ ′
∈
′
SJR∈

′
HJ dτ (32)

∈HJ =
−KiW 2

i

Ã

∫ θ ′′

θ ′

(
∈
′
HJ
)2 dτ (33)

Substituting the above value of dx in (12) and (13) we
obtain,

∈
′

θ ′ =
−KiW 2

i

Ã

∫ θ ′′

θ ′

x
li

(
∈
′
HJ
)2dτ (34)

∈
′′

θ ′′ =
−KiW 2

i

Ã

∫ θ ′′

θ ′

(
1−

x
li

) (
∈
′
HJ
)2dτ (35)

Calculating ‘x’ in terms of torque we integrate ‘x’ from
initial angle ′θ ′ to final angle θ ′′.

x =
−KiWi

Ã

∫ θ ′′

θ ′
∈
′
HJ dτ (36)

The VNJ value for which we reach the maximum limit
isVmax . If the value ofVNJ is raised aboveVmax , the exoskele-
ton movements will remain unaltered and practically con-
stant. The human body parts will act as the dielectric of
the capacitor with the exoskeleton acting as the plate of the
capacitor. Here VOI is the voltage applied between outer
and inner exoskeleton, Plimb is the potential drop across the
thickness of the limb,PIX is the potential drop across the inner

surface of the exoskeleton, and PCM is the potential at all the
contact point across the exoskeleton and human limb.We now
have,

VOJ = Plimb + PIX + PCM (37)

The variation in the voltage ig given by, 1VOJ =

1Plimb+1PIX + PCM where, PCM is constant.
Now there are three potential charges across the exoskele-

ton and the limb, ϕOE is the charge on the outer exoskeleton,
ϕlimb is the charge on the limb, ϕIE is the charge on the
inner exoskeleton, and we have ϕOE+ ϕlimb + ϕIE = 0 and
ϕ̃OE + ϕ̃limb + ϕ̃IE = 0. The charges per unit area are given
by 1ϕ̃OE +1ϕ̃IE = 0 with ϕ̃limb as constant.
To analyze the effect of external voltage on the exoskele-

ton, and the human limb, we are defining a threshold voltage
depending on the EEG signal Vth. The minimum voltage
required to trigger the movement is, if VOI < Vth then
ϕ̃IE > 0 and PIX < 0, if VOI≥ Vth then ϕ̃IE < 0 and
PIX > 0, if VOI= Vth then ϕ̃IE = 0 and PIX = 0. The
signal from EEG headset to limb is defined as Rsurface–limb,
ST is the potential depending on the thickness of limb, and LT
is the length of the limb. The ratio of the potential drop across
the inner surface of the exoskeleton to the length of the limb
is given by PIX

/
LT . The signal transferred from EEG headset

to the limb is given by,

Rsurface−limb = ST ePIX /LT (38)

The potential depending on the thickness of the limb is
calculated as,

ST = SLe−PRX /LT (39)

Substituting the value of ST in (39), we obtain,

Rsurface−limb = SLe(PIX−PRX )/LT (40)

The capacitance coefficient variation in the direction of x
and capacitance coefficient variation in the opposite direction
of x given by,

K (x) = K0eP(x)
/
LT (41)

K (y) = L0e−P(x)
/
LT (42)

Potential is at its local maximum, which indicates that the
system in the equilibrium state is unstable. We apply a small
displacement to the exoskeleton and move it to a random
small distance from its equilibrium state, and the total force
of the exoskeleton makes it to move even farther. Mobility
displacement along the x direction is given by,

µ(x) = ϑ(K(y) − K(x) − PA) (43)

d2P
dy2
=
−ϑ

µs

[
L0e−P(x)

/
LT − K0eP(x)

/
LT − PA

]
(44)

The charge on the inner skeleton is given by,

ϕ̃IE =
∓
√
2ϑµsPA

√
LT e−P(IX )

/
LT+PIX√

−LT + e−PRx /LT
(
LT eP/LT − PIX − LT

) (45)
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ϕ̃IE = C̃limbPlimb (46)

ϕ̃IE = −
√
2ϑµsPA

√
PIX + LT e(PIX−PRX )/LT (47)

ϕ̃IE = ϕ̃RL + ϕ̃SL (48)

The charge on the right-side outer skeleton to the limb is
calculated as,

ϕ̃RL =

∫ final

initalθ
(ϑ)K (x) (Adx) (49)

The charge on the left-side outer skeleton to the limb is
calculated as,

ϕ̃SL = −ϑ

∫ final

inital
K (x) dx (50)

The body parameter constant with static exoskeleton
movement is given by,

TB =

√
2µs
ϑPA

√
PIX (51)

The small variation in the charge on the inner skele-
ton is given by, 1ϕ̃IE= 1ϕ̃RL+1ϕ̃SL where ϕ̃RL =

ϕ̃RL (PIX ) and ϕ̃SL = ϕ̃SL(PIX ). The voltage applied between
the outer and inner exoskeleton is given by,

VOI = Vth + PIX −
ϕ̃SL (PIX )+ ϕ̃RL (PIX )

l̃imb
(52)

IV. RESULTS AND DISCUSSION
The designed system is tested on six different subjects, three
healthy and three paralyzed persons. The collection of data
is done in the offline and online phases. The experiments are
carried out for three different human intentions like sleeping,
standing, and sitting. To maintain stability, the movements
are executed based on the designed pattern. In the offline
training phase, the brain patterns corresponding to each of
these intended movements are acquired using the 64 channel
EEG sensor. Figure 5 presents the EEG Sensor manufactured
with 16 Electrodes for collecting the signals.

Signal analysis is carried out using WHT, and the unique
features required for the classification are extracted. Large
amount of EEG signals is compressed using WHT, and a
faster computation is also provided. The database is designed
using the extracted information corresponding to each human
thought obtained during the training phase. In the online
phase, the WHT coefficients, along with extracted informa-
tion, are transmitted from the brain to the full-body exoskele-
ton for the reconstruction of the original signal.

The EEG signals corresponding to human intentions of
sitting and standing are depicted in figure 6. Here, the original
signal and the reconstructed signal for both the postures are
presented. Figure 7 shows the area matching of EEG patterns
obtained for the sitting and standing postures. The original
and reconstructed signal is correlated at the receiver side to
identify the movement to be executed. Based on the classifi-
cation results, the required joints are actuated to produce the
desired movement by the exoskeleton system.

FIGURE 5. EEG sensor manufactured with 16 electrodes.

FIGURE 6. Original and reconstructed EEG signal in sitting and standing
positions with BFBE.

FIGURE 7. Area matching of EEG patterns obtained for sitting and
standing posture.

FIGURE 8. EEG amplitude and EEG amplitude error for original and
reconstructed signals.

Figure 8 shows the varying of the EEG signal captured
by the brain headset with time. The error in EEG amplitude
for the signal is also shown in the figure. Figure 9 presents
the brain pattern variations at different frequencies using
the proposed system. The voltage spectral density variations
at frequencies 6 Hz, 10 Hz and 22 Hz are presented and
highlighted in the figure.
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FIGURE 9. Brain pattern variations at different frequencies.

FIGURE 10. Electrode placement locations in the EEG headset.

FIGURE 11. EEG for different postures with placement of electrodes from
CP5 to LO1.

FIGURE 12. EEG for different postures with the placement of electrodes
from CP5 to PO2.

In the proposed system, EEG analysis is carried out using
realistic head models to identify the unique EEG signal fea-
tures and to validate the brain network connectivity. Here,
a 64-electrode placement scheme is used in the proposed
system. The electrodes are placed in the frontal and parietal

FIGURE 13. EEG for different postures with the placement of electrodes
from CP5 to P6.

FIGURE 14. EEG voltage for different frequency and number of trials per
second.

FIGURE 15. Number of trials with time.

FIGURE 16. EEG voltage for different frequency and number of trails per
second.

regions of the brain. Figure 10 indicates the electrode place-
ment positions used for testing the proposed system.

Figure 11 shows the EEG signal for different postures
with the placement of electrodes from positions CP5 to LO1,
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and figure 12 shows the EEG for different postures with
the placement of electrodes from CP5 to PO2 positions and
figure 13 shows the EEG for different postures with the place-
ment of electrodes fromCP5 to P6 positions. Figure 14 shows
the EEG voltage for different frequencies and also the number
of trials per second.

Figure 15 shows the number of trials carried out with
time, and figure 16 shows the EEG potential with vary-
ing latency using the proposed system. The proposed
system achieves excellent performance in all real-time sce-
narios. Results confirm that the proposed method pro-
vides adequate assistance and rehabilitation for paralyzed
patients.

V. CONCLUSION
To overcome the constraints of weight, flexibility, and adapt-
ability faced by the existing exoskeletons used for assisting
the paralyzed people, we proposed an adaptive and flexible
Brain Energized Full Body Exoskeleton (BFBE). The brain
signals captured by the EEG sensors are used for controlling
the movements of the exoskeleton. The flexibility is incor-
porated into the system by a modular design approach. The
parts and joints can be attached and detached easily, allowing
it to be used by people with different levels of paralysis. For
the fully paralyzed, the full-body exoskeleton structure can
be used. The processing happens at the edge, thus reduc-
ing delay in decision making, and the system is further
integrated with an IoT module that helps to send an alert
message to multiple caregivers in case of an emergency.
The potential energy harvesting is used in the system to
solve the power issues related to the exoskeleton. The sta-
bility in the gait cycle is ensured by using adaptive sensory
feedback. The system was by using six natural movements
on ten different paralyzed persons and received very good
results.
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Abstract. A new framework of soft mathematical morphology on hypergraph spaces is studied. 
Application in image processing for filtering objects defined in hypergraph spaces  are illustrated 
using several soft morphological operators- openings, closings, granulometries and ASF acting (a) 
on the subset of vertex and hyperedge set of a hypergraph and (b) on the subhypergraphs of a 
hypergraph. Experimental results dealing with the extension of soft morphological operators to gray 
scale images are presented in this paper. The results obtained are promising and is a better substitute 
for the prevailing methods. 

1. Introduction and Related Works 
Mathematical morphology is an emerging area of image processing. In the area where image processing 
can be applied, mathematical morphology have provided solutions to different tasks. Soft mathematical 
morphology is another approach to mathematical morphology that was introduced by Koskinen et al. [1]. 
In this method, weighted order statistics are used instead of minima and maxima [3]. Soft morphological 
operators show better performance than primitive morphological operators as they are less sensitive to 
additive noise and to small variations in object shape [4]. Soft mathematical morphology have also been 
extended to fuzzy sets [3].  
      Morphological operators can be defined on graphs and hypergraphs. In this paper a new context is 
introduced that lengthens the perceptions of soft morphological filters into hypergraphs. This work is an 
extension of our preliminary work [2]. 

2. Preliminaries 
In this section, we see some important definitions and properties that will be needed in the sequel. 
 
2.1. Soft mathematical morphology using hypergraphs [2] 
Hypergraph [5], [6] is defined as a pair H= (H•, HX), where H• is a set of points called vertices and HX is a 
family of subsets of H• called hyperedges ie; HX = (ei), i ∈ I where I is a finite set of indices. The sets Ҥ •, 
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Ҥ� and  Ҥ are the subsets of H•, subsets of HX and subhypergraphs of H respectively. Here Ҥ� and 
Ҥ•are Boolean lattices. The set Ҥ of all sub hypergraphs of H forms a complete lattice [5], [6]. 
Morphological operators are defined on these lattices. In soft mathematical morphology, the structural 
element is divided into two subsets- the core and the soft boundary. In the development of the final output, 
weightage of core is more than the soft boundary.  Hence we subdivide the hyperedges (along with the 
vertices belonging to it) into core B1 and soft boundary B2. 

2.1.1. Definition 1 [2] 
The operators  �•, ∈• are defined from Ҥ� into Ҥ• and the operators ��, ∈� are defined from Ҥ• into Ҥ� 
as follows: For any �• ⊆ �• and and �� ⊆ ��, where ��= ei ∪ ei⃰ ; ei ∈ B1 and ei

⃰ ∈ B2, i∈ J such that J⊆I, 
 

�•: �� → �• is defined as �•(��) = ��
 ������� �� [⋃ {� ◊ �����, ����
∗ �; �� ∈ �� , ��

∗ ∈ �!}]�∈"   
 
∈�: �• → �� is defined as ∈� (�•) =  ��
smallest of {� ◊ �#, �#

∗ , $ ∈ %| �(�#), �(�#
∗) ⊆ �•, �# ∈

�� , �#
∗ ∈ �! } 

 
∈•: �� → �• is defined as ∈• (��)= ��
�&������ ��[⋂ {� ◊ �(��) , �(��

∗); �� ∈ �� , ��
∗ ∈ �!}]�∉"  

 
��: �• → ��is defined as  ��(�•)= ��
 ������� �� {� ◊ �#, �#

∗, $ ∈ % | �(�#) ∩ �• ≠
∅  �/0 �(�#

∗) ∩ �• ≠ ∅; �# ∈ �� , �#
∗ ∈ �! }. 

 
       Here, k◊ x is read as x is repeated k times. Vertex soft dilation (�) and vertex soft erosion(Ԑ) that act 
on Ҥ•, also hyper edge soft erosion (ε), hyper edge soft dilation(∆)  that act on Ҥ� are defined as follows: 
The opertors � and ∈ that act on Ҥ• are defined by  �= �•○ �� and Ԑ = ∈•○ ∈� and the operators ∆ and ε 
that act on Ҥ� are defined by ∆= ��○ �• and ε =∈� ○ ∈•.Furthermore the operators [�, ∆] and [Ԑ,ε ] are 
defined as  

 [�, ∆](X)= (�(�•), ∆(��)) and [Ԑ,ε ](X)= (Ԑ(�•), 3 (��) for any X∈ Ҥ.  
These operators are called the soft dilation and soft erosion acting on the lattice (Ҥ, ⊆) 

3. Property  
(a) Operators ∈� and �� are dual of each other. Similar duality concept hold for ∈• and �•.  
(b)  (∈�, �•) and (∈•, ��) are adjunctions. 
(c) �• and ��are soft dilations. 
(d) ∈• and ∈�are soft erosions. 

Proof (a): This property is proved in [2]. 
         (b): Let �� ⊆∈� (4•). Then, 
   x ∈ �•(��) ⟹x ∈ ��
 ������� �� [⋃ {� ◊ �����, ����

∗ �}]�∈"    
        ⟹ x ∈  ����� , 6 ∈  ����

∗ � for some j∈ 7 
         ⟹ ∃ � ∈ �� such that x∈ �(�) 
         ⟹ � ∈ ∈� (4•)        {Since �� ⊆∈� (4•)} 
        ⟹ e ∈ ��
 smallest of {� ◊ �#, �#

∗ , $ ∈ %| �(�#), �(�#
∗) ⊆ 4• } 

         ⟹ �(�) ⊆  4• 
         ⟹ x ∈ 4•     {Since x∈ �(�)} 
 Thus, �•(��) ⊆ 4•. 

Conversely, if �•(��)⊆ 4•.  
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Then, e∈  �� ⟹ �(�) ⊆  �•(��) 
           ⟹ �(�) ⊆  4•   {Since �•(��)⊆ 4•} 
           ⟹ e ∈ ∈� (4•) 
 Therefore, �� ⊆∈� (4•). 
 Hence, (∈�, �•) is an adjunction. 
In a similar manner, (∈•, ��) is an adjunction can be proved using the information that operators ∈� and 
�� are dual of each other, also ∈• and �• are dual of each other and (∈�, �•) is an adjunction. Properties (c) 
and (d) follows directly using property (b). 
 
4. Soft morphological filters  
A morphological filter [5], [8] is an operator 9 acting on a lattice ʆ, which is increasing  and idempotent. If 
(9, :) is an adjunction [5], [8] then 9 is an erosion, : is a dilation. Also, :°9 is called an opening and 9°: 
is called a closing on ʆ. Opening and closing are two commonly used filters. 

4.1. Definition 2 
� Soft opening <� =δ ◦ Ԑ  and closing ⏀� = Ԑ  ◦ δ. 
� Soft half opening <�/!= �•◦∈� and half closing ⏀�/!= ∈•◦��.  

5. Soft flat morphological Operators on weighted hypergraphs 
In real phase, gray- scale soft morphological operations are difficult to work with. Threshold decomposition 
and stacking principle can be successfully applied on gray-scale soft morphological operations. This 
property allows the gray scale signals to be decomposed into binary signals and the results so obtained by 
processing are combined to obtain the desired gray-scale output [7]. By threshold decomposition, [8] the 
lattice of all subhypergraphs of H induces  a lattice Fun(�•)⊗Fun(�×) of pairs of functions weighting 
respectively the vertices and the hyperedges of H such that the simultaneous threshold of these two 
functions at any given level produces a subhypergraph of H and the properties for hypergraph operators on 
the lattices Ҥ•, Ҥ�,  or , Ҥ  also hold for operators on the lattices Fun(�•), Fun(�×) and Fun(�•) ⊗ 
Fun(�×). Thus we can define a set of soft operators which are stack analogues to the soft 
operators ∈�, �•,∈•  �/0 �� defined in [2]. 

5.1. Definition 3. 
Let A• ∈ Fun(�•) and let A� ∈ Fun(�×), we define 

�•(A�)(6) =  ��ℎ ������� �� 6∈�(�$),6∈�(�$
∗) C� ◊ A�(�$), A�(�$

∗)D�$ ∈ �1, �$
∗ ∈ �2, �1 ∪ �2 = ��G ∀6 ∈  �• 

 ∈� (A•)(�) = ��
 smallest of {� ◊ A•(6), A•(6)|6 ∈ �(�), � ∈ �� ∪ �!} 
∈• (A�)(6) =  ��ℎ�&������ �� 6∈�(�$),6∈�(�$

∗) C� ◊ A�(�$), A�(�$
∗)D�$ ∈ �1, �$

∗ ∈ �2, �1 ∪ �2 = ��G ∀ 6 ∈  �• 
��(A•)(�) = ��
 smallest of {� ◊ A•(6), A•(6)|6 ∈ �(�), � ∈ �� ∪ �!}. 
 
     By using soft flat morphology, it is possible to work with gray scale soft dilation, erosion, opening, 
closing, granulometries and Alternating Sequential Filters. 

6. Experimental Result 
To represent the hyperedges we use 4-uniform hypergraph illustrated in Figure 1. A hyperedge together 
with the 4 vertices belonging to it is taken as core, remaining vertices and hypereges are taken as soft 
boundary. Using this simple hypergraph structure, experimental result for k=1 and k=2 are tabulated. 
Dilated and eroded gray scale image results are obtained to get the soft flat morphological operators defined 
in the previous section. Composition of these operators generates alternating sequential filters(ASF) which 
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are capable of removing noise effectively from binary and gray scale images. Figure 2 represent the gray 
scale image taken for the experimental purpose. The noisy image obtained by adding 5% salt and pepper 
noise is shown in figure 3. PSNR of noised image with original image is 17.24. Figure 4 and figure 5 shows 
the noise removed images obtained by applying alternating sequential filters(ASF) <�◦⏀�and <�/!◦⏀�/! 
for k=1. The resultant PSNR of the noised removed images with the original image are respectively 40.53 
and 40.23. Similarly figure 6 and figure 7 shows the results obtained after applying <�◦⏀�and <�/!◦⏀�/! 
for k=2. In this case, the resultant PSNR of the noised removed images with the original image are 39.79 
and 41.82 respectively. Experiment results depicts that <�/!◦⏀�/! for k = 2 is giving better approximations 
than <�◦⏀� and  <�/!◦⏀�/!   for  k =1.  
 

 
                    Figure 1 Four Uniform Hypergraph structure used to represent an image 

 
 
                                                    

PSNR of noised image with original image    :   17.24  

 

 

 
Figure 2. Original Image  Figure 3. Noised Image       

     ( Added Noise 5%)         
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Noise Removed Images using Alternating Sequential Filters 

For K =1 

 

 

 

Figure 4.      <�◦⏀� 

PSNR = 40.53 

 Figure 5.  <�/!◦⏀�/! 

PSNR = 40.23 
 
      
 

Noise Removed Images using Alternating Sequential Filters 

For K = 2 

 

 

 
Figure 6.      <�◦⏀� 

PSNR = 39.79 

 Figure 7.  <�/!◦⏀�/! 

PSNR = 41.82 
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7. Conclusion  
The aim of this work is to recognize the prospects of using soft morphological operators under the framework of 
hypergraph. In our study a four uniform hypergraph structure was taken. It was then separated into core and soft 
boundary. But, it’s a well-known fact that 3-unifrom hypergraph structure gives good result for binary, gray scale and 
colour image filtering applications [8]. So by the choice of different hypergraph structures along with the suitable 
choice of core and soft boundary, results of the above method can be improved for different and bigger values of k. 
The initial results are promising and future work is to be done in this regard using different hypergraph structures. 
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   ABSTRACT 

Education is the key to women’s empowerment. When education gets denied there 

isn’t much to happen in her life. As usual she gets married and have children at a 

young age, work in unpaid or low-paying jobs, and rely on economic support from 

their husband or family. Without education, their future and their family’s future gets 

limited. According to the Malala Fund, there are over 130 million girls worldwide who 

are not in school. Has anyone thought about them or their future? There might be an 

unpolished gem among them. Studies have found that if every girl completes 12 years 

of education, child marriage would drop by 64% and health complications from early 

pregnancy, like early births and child deaths, would drop by 59% and 49%, 

respectively. Educating women and girls also improve the economic status of a 

nation, which will reduce the risk of war and terrorism and can be a better harbinger 

of future. There are still many barriers preventing girls and women to pursue and 

complete their education like fees, distance or lack of transportation, being forced to 

work and provide for their families, being forced to marry and have children, or 

conflict in their hometown or country. The most difficult obstacle is the mentality of 

the family towards a girl child. They are denied education only because she is born as 

a girl. The United Nations found that as girls reach secondary school, their enrolment 

rates decline significantly. Only 39% of the countries have equal proportions of boys 

and girls enrolled in secondary education. In developing countries, 35% to 85% of 

girls are forced to stay at home from school to take care of their younger siblings and 

to manage the house while their brothers are provided with higher education. To 

reach the competition level and to expand their professional opportunities, women 

need the same experiences and skills, making post-secondary education an essential 

part of women’s empowerment. Higher education instils them with the knowledge, 

competence and experience that are necessary to get involved in government, 

business, or even in a civil society. With higher education, women and girls 

have better access to health information and other beneficial services which in turn 

will only help the family or generation to grow and develop. We need more and more 

sheors to be the torch bearers of future. 

Key words: Empowerment, Post-secondary education, Shero, Professional 

opportunities 
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“You educate a man; You educate a man. 

You educate a woman; You educate a generation”-Brigham Young 

We are living in a highly competitive world where survival is the only mantra to be focused. Such a fast 

growing world hardly differentiates between men and women. Education is the only key factor that brought 

towards such a change. Even when women have access to education, there can be many other factors that can 

make it difficult for her to take full advantage of those opportunities. It’s women who still carries the cultural 

burden of being the primary homemakers and caregivers. This unpaid “second shift” means that they have less 

time and energy to dedicate to their studies. Family responsibilities doesn’t become burden for them but that is 

the prime factor that is delimiting them from their higher education or carrier growth. When women become 

the sole providers for their families, they need to fulfil it with many other factors like being victims of domestic 

violence, threats like financial and from profession which becomes much more difficult for them to handle. The 

immense pressure that she is handling becomes worthless when it is labelled under the synonym ‘mother’ or 

‘wife’.  Today’s era has witnessed a lot of change when it comes to single girl child nuclear family. Deciding voices 

are only that of their parents. Thus providing wings for them to fly high and capture their aim. Their dreams can’t 

be in fetters and who knows there might be an unpolished gem that is being soiled.  Women in India have been 

treated with utmost respect and dignity since time immemorial. For a nation to advance, empowering women 

is crucial. India was blessed with visionary women who broke the fetters of gender norms in every sector. Its 

long back we heard about the denial of education to women. A girl child was considered curse than a boon. 

Never to live in a world where mothers and sisters are dragged out of their homes and raped. Wherein she 

becomes both the victim and accused and its said by “them”, it’s all because of her “out of the box” attitude that 

caused her this. Is this the caring that we need to give to our sisters, rather than rending a helping hand? We 

can’t even skim through the news heads that is going on these days. What if such an accusation comes out, it 

needs to face a frequent trail from the social medias and channels who will make them even worse? Is the only 

solution, to remain silent and bear the tragic effects or to have a prolonged grudge and to end up in depression 

throughout the life? It’s an open ended question towards the secularist nation. Here I would like to quote the 

famous wording of Michelle Obama, 

“When girls are educated, their countries become stronger and more prosperous”  

Let the nation realize her power of golden touch. She is to succeed where ever she goes, don’t curtail her 

from her doing what is right. Listen to her inner voice that itself will keep the nation going. We do respect our 

mothers and all woman is an incarnation of her, our mother Earth. Its only she who can protect, provide, love, 

sacrifice selflessly. Split of the moment can we see her incarnations of a loving Sita, ready to sacrifice everything 

for her love and family, Durga the fearest of all who battle against evil for good. For us this is our mother, both 

deities in one, who loves and cares us with one hand and get furious with another. Still we love her and keep no 

grudges. Then how can we ever think of harming her. Where has our brains and minds gone, ready to stab the 

same womb from where we came? Is this what we call progression? Are we the real citizens bearing torches for 

a future developing nation? How can we sustain by spiting on our own veins?  When will all these quires be 

dissolved? The only solution for all this is only education, it opens the eyes to a new world of realities and hopes 

for a better nation. It’s clearly evident that the only means to attain empowerment is through education. Change 

should begin from her and its only she who can bring changes. Here I would like to cite the story of Rani Padmini 

a legendary 13th – 14th century Queen (Rani) of the Mewar kingdom of present day India. She was the wife of 

King Ratan Sen, captured and imprisoned by Delhi's sultan Alauddin Khalji. Alauddin Khalji became enamoured 

with Padmavati's beauty and decided to siege Chittor to obtain Padmavati. Before Chittor was captured they 

had to face defeat against Khalji, she and her companions committed Jauhar (self-immolation) thereby defeating 

Khalji’s aim and protecting their honour. Coupled to the Jauhar, the Rajput men died fighting on the battlefield. 

Throughout the novel Padmini: The Spirited Queen of Chitoor, Mridula Behari tried to explain the immense 

beauty and knowledge that Padmavati possessed. It’s only because of her education and knowledge, she had 

the courage to face such a situation where her husband the Rana itself was helpless. She was bold enough to 

convince everyone and to equip them for a war against the evils. There are many instances in the novel where 

we find her indulged in reading the ancient scriptures and getting mesmerised by that. It’s the education that 

https://yourdream.liveyourdream.org/2017/05/reasons-for-gender-wage-gap/
https://en.wikipedia.org/wiki/Alauddin_Khalji
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brought her into a new world where she understands that action speaks more than words. There is always an 

urge for action than mere talks, that won’t lead you anywhere. Education delimits the boundaries of caste, creed, 

gender, finance and what not. How true it is to quote Malala Yousafzai’s wordings here, 

“If one man can destroy everything, why can’t one girl change it? 

As Prime Minister Narendra Modi said on the launch of the expanded ‘Beti Bachao Beti Padhao’ (March 

8, 2018): “Daughters are not a burden but the pride of the whole family. We realise the power of our daughters 

when we see a woman fighter pilot. The country feels proud whenever our daughters bag gold medals, or for 

that matter any medal, in the Olympics.” This is the time only when we think oh! are they capable of bagging a 

gold and that too for the nation? When they come to lime light we find applauds and cheering from all over the 

nation. But have ever we imagined the trials or pains that they have gone through to achieve that? Same is the 

case with the other gender, but they are always on safe side of the scrutiny eyes of the society. It’s a boy, no 

matter if he is alone or late to home or traveling late or alone. The world is always open to him than to her. We 

need more Sheros to be an inspiration and to motivate others to come out from their shells that is encircling 

them towards darkness. Engaged in a combat to the march for equality with our sisters and mothers, let us 

understand the theme of Women's Day: “An Equal world is an enabled world: realizing women’s power.” After 

the adoption of the Beijing Agenda for Action, UN has set the year 2020 as a key year for assessing international 

progress towards achieving gender equality and human rights for all women and girls. The Ministry of Human 

Resource Development (MHRD) has much trigged up their progression under the leadership of PM Modi in 

providing equal opportunities. It is with immense happiness we can say that due to the Swachh Bharat Mission, 

14,67,679 schools now have a functioning girl’s toilet, an increase of 4.17 percentage points in comparison to 

2013-14. The impact of the mission has resulted in an increase in enrolment of girls by 25 percentage points in 

2018-19 from 2013 -14. These figures get dimmed in a society which is indulging much more in a political game 

for their sustenance. We living in the safe shelters haven’t ever thought about our sisters who is being victimized 

and marginalized. Minister of Finance Nirmala Sitharaman applauded the performance of Beti Bachao Beti 

Padhao in her speech on the budget: “Gross enrolment ratio of girls across all levels of education is now higher 

than boys. At the elementary level it is 94.32 per cent as against 89.28 per cent for boys, at the secondary level 

it is 81.32 per cent as compared to 78 per cent and at the higher secondary level girls have achieved a level of 

59.7 per cent compared to only 57.54 per cent.” The MHRD has approved 5,930 Kasturba Gandhi Balika 

Vidyalayas, which are girls ' residential schools and have an enrolment of 6,18 lakh students, to increase equality 

of access and opportunity for girls. The National Incentive Scheme for Girls for Secondary Education has 

approved an incentive sum of Rs 8,56 crore for the 28,547 beneficiaries.  According to the scheme Rs 3,000 is 

being deposited under the age of 16 in the name of deserving unmarried girls and entitles them to withdraw it 

along with interest in reaching 18 years of age and passing Class X. Besides an improvement in the girl's gross 

enrolment rate in schools, the educational outcomes and accomplishments have also improved. 

Let’s go ahead with this initiative for our sisters than to get involved in the cheap political drama that is 

being happening in our nation. There is considerable evidence that women’s education and literacy tend to 

reduce the mortality rates of children. It’s indeed true what Malala Yousafzai pointed out: 

“We realize the importance of our voice only when we are silenced”  

In accordance with the celebration of India's success in improving gender equality in the education 

system, much greater and collective efforts are needed to achieve the Sustainable Development Goal of 

eliminating gender disparities in education and ensure equal access to all levels of education and vocational 

training for the vulnerable, including persons with disabilities, indigenous peoples and children in vulnerable 

situations. History of Indian women is full of pioneers, who broke gender barriers and worked hard for their 

rights and made advances in politics, arts, science, law, etc. Let us cite few examples of our pioneers who made 

us think beyond Anandibai Gopalrao Joshi, who became the first Indian female physician in the year 1887. She 

was also the first Indian woman who get training in Western medicine and the first woman to travel to the 

United States of America. Arunima Sinha, is the first female amputee to climb Mount Everest. She is also the 

first Indian amputee to climb the Everest. She was a national level volleyball player who in 2011 was pushed by 

https://indianexpress.com/about/narendra-modi
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robbers from a running train as she defied them. After meeting this accident, one of her legs was amputated 

below the knee. Arati Saha became the first Indian and Asian woman to swim across English Channel in the year 

1959. She also became the first female sportsperson awarded with Padma Shri in 1960. Mother Teresa founded 

many Missionaries of Charity, a Roman Catholic religious congregation, giving her life to social work. Indira 

Gandhi became the first woman Prime Minister of India and served from 1966 to 1977. Indira Gandhi renowned 

as the "Woman of the Millennium" in a poll which was organised by BBC in 1999. In 1971, she became the first 

woman to receive the Bharat Ratna award. Justice M. Fathima Beevi became the first female judge to be 

appointed in the Supreme Court of India in the year 1989. In her autobiography she had said about the immense 

suffering that she had faced to reach such a highest peak. Her father was the only person who supported her 

thorough out her journey. Kalpana Chawla, the first Indian woman who reached in space. As a mission specialist 

and a primary robotic arm operator, she went into space in 1997. 

We can move to our present Sheros starting with Mithali Raj, the first woman to score a double hundred 

in Test Cricket against New Zealand at Wellington, 2004. She was the first to achieve this landmark in the world. 

Pratibha Patil became the first woman President of India and held office from July 2007 to July 2012.Kiran 

Bedi, joining Indian Police Service (IPS) in 1972, she became the first woman officer in India. Moreover, later in 

2003, Kiran Bedi also became the first woman to be appointed as the United Nations Civil Police adviser. Anjali 

Gupta is the first female flying officer in the Indian Air Force to be court martialled. She used to work for the 

Aircraft Systems and Testing Establishment unit in Bangalore. Anjali completed her Masters of Philosophy in 

Sociology from the Delhi University and was first posted at Belgaum in 2001. Sania Mirza, a professional tennis 

player, became the first ever Indian woman to win the Women's Tennis Association (WTA) title in 2005. Later in 

2015, Sania Mirza became the first Indian woman titled as rank number one in WTA's double rankings. Saina 

Nehwal became the first Indian women to win a medal in Badminton at 2012 Olympic Games. Later in 2015, she 

became the first Indian woman to secure no. 1 position in world rankings. Mary Kom, is the only woman boxer 

who has won a medal in each of the six World Championships. She was the only Indian woman boxer who 

qualified for the 2012 Olympics and became the first Indian woman boxer to win a gold medal in Asian Games 

in 2014. Cited just a few but more hands of achievements are behind which are yet to be recognised and 

appreciated. They have set a model for us to think and act beyond.  

Our government has also taken much initiative for protecting the rights of education for girls. India Post 

or Department of Posts, the postal system of the country, offers several savings schemes with different interest 

rates. The Sukanya Samriddhi Yojana, one such savings scheme offered by India Post, is a deposit scheme for 

the girl child that can be opened in any of the leading banks and post offices across the country. In such schemes 

the child is getting the benefit for future education and for her marriage or future life. There is a platform called 

WE, that is an empowerment program through which woman are trained to form self-organized and self-

managed savings groups, each consisting of 15-25 members. Their aim is to develop individual empowerment 

and increase their access to financial resources which is the prime element for eradicating poverty. All the 

members meet weekly to make decisions and interact in life-skills training, discuss various issues of mutual 

interest. They not only give a platform for awareness but also make an effort to join together and take action to 

improve their lives and communities. We too need to make more and more efforts than ME TOO to raise our 

voice against the inhuman oppression and injustices that is happening worldwide. Amendments to laws are must 

as Judiciary is the ultimate power which we believe and rely on. For a common man judiciary is the only hope or 

last and final resort. We all need to respect our law than fearing it. If the administrators of law are more 

channelized and less corrupted, we don’t have to wait for justice. It’s absolutely true to say the famous phrase 

“Justice delayed is justice denied”. Let us be the harbingers of a brighter future that initiates the slogan justice 

and tranquility. Let the coming era witness a world devoid of corruption, discrimination, poverty, illiteracy. 

“Empower yourselves with a good education, then get out there and 

 use that education to build a country worthy of your boundless promise”  

       -Michelle Obama 
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ABSTRACT The paralyzed population is increasing worldwide due to stroke, spinal code injury, post-polio,
and other related diseases. Different assistive technologies are used to improve the physical andmental health
of the affected patients. Exoskeletons have emerged as one of the most promising technology to provide
movement and rehabilitation for the paralyzed. But exoskeletons are limited by the constraints of weight,
flexibility, and adaptability. To resolve these issues, we propose an adaptive and flexible Brain Energized
Full Body Exoskeleton (BFBE) for assisting the paralyzed people. This paper describes the design, control,
and testing of BFBE with 15 degrees of freedom (DoF) for assisting the users in their daily activities. The
flexibility is incorporated into the system by a modular design approach. The brain signals captured by
the Electroencephalogram (EEG) sensors are used for controlling the movements of BFBE. The processing
happens at the edge, reducing delay in decision making and the system is further integrated with an IoT
module that helps to send an alert message to multiple caregivers in case of an emergency. The potential
energy harvesting is used in the system to solve the power issues related to the exoskeleton. The stability
in the gait cycle is ensured by using adaptive sensory feedback. The system validation is done by using
six natural movements on ten different paralyzed persons. The system recognizes human intensions with
an accuracy of 85%. The result shows that BFBE can be an efficient method for providing assistance and
rehabilitation for paralyzed patients.

INDEX TERMS Artificial intelligence, assistive technologies, brain-computer interface, edge computing,
Internet of Things (IoT), rehabilitation.

I. INTRODUCTION
A recent survey carried out by Toyota Foundations revealed
that 30% of the paralyzed population is disappointed with
the assistive devices in the market. The outdated design of
assistive devices is causing constant pain and frustration.
Survey participants also recommended that future assistive

The associate editor coordinating the review of this manuscript and

approving it for publication was Zhenyu Zhou .

devices should be easy to handle and help in daily activities.
The respondents also indicated that the design should be nat-
ural, like an extension of their body, providing them freedom
and independence [1], [2]. Currently, exoskeletons are the
most popular solution used in rehabilitation and assistance of
the paralyzed people [3]–[8]. Numerous types of exoskele-
tons are designed for purposes ranging from rehabilitation
and assistance to transportation and handling heavy load in
industries.
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In rehabilitation, the exoskeletons are used to work in
parallel with the human legs and carry out the desired actions
with ease. These devices are specifically designed to treat
disabilities of patients in a clinical setting. The rehabilita-
tion exoskeleton helps paralyzed patients to engage with
real-world things and to monitor the movement of body
parts. Exoskeletons are also designed for healthy subjects,
enabling them to interact with a virtual environment [9].
As healthy people use these haptic exoskeletons, ease of
wearability is not a major issue, but portability and efficient
finger tracking are highly required. In recent times, to assist
children having cerebral palsy disorders, exoskeletons have
been designed [10]. The architecture of the control unit,
the mechanical system, and feature extraction is discussed
in detail. In [11], a wearable hip assist robot is discussed,
which is used to improve the gait function and reduce muscle
effort and metabolic activities. The device can reduce knee
and ankle muscle activity along with a decrease in hip move-
ments. The robot can stabilize the trunk during walking in
adults. But the system has not investigated the effectiveness
of gait rehabilitation.

In [12], the translation of gait without using crutches gait
in a biped robot is demonstrated. The mathematical hybrid
model analysis is carried out to find different gait and walking
speeds. The walking gaits are stabilized using a centralized
controller. A knee exoskeleton that can be used for sit to
stand assistance is discussed in [13]. Here, the torque control
is improved using a unique transmission configuration, also
with reduced output impedance. Design specifications of the
current lower limb exoskeletons are reviewed, and the human
biomechanical consideration in lower limb design is analyzed
in [14]. The classification and design challenges in the field
of Exoskeleton and Orthoses are discussed in [15]. In [16],
the classification of exoskeletons into the palm, upper limb,
and lower limb exoskeleton is discussed. Further, the paper
discusses various exoskeletons proposed for rehabilitation
and enhancement purposes. The paper also puts forward the
concept of developing a full-body exoskeleton.

In [17], a wearable full-body exoskeleton is designed for
a mobile cyber-physical system. Here, the design of a new
technique for identifying the gate phase is also discussed.
Energy harvesting using human’s daily actions is proposed
to charge the battery of exoskeleton in [18]. Conventional
and alternative methods for providing power to exoskele-
tons are discussed. A systematic review of various types of
exoskeletons for using with the lower limb in neurorehabil-
itation is presented in [19]. In [20], an exoskeleton to aid
patient rehabilitation with postural equilibrium is designed.
Multi-variable robust control with the patient’s Electro Myo-
graphical (EMG) signals is utilized to achieve equilib-
rium. Berkeley Lower Limb Exoskeleton (BLEEX) [21] is
designed to transfer load and body weight into the ground,
which reduces the metabolic cost of the wearer. This par-
allel exoskeleton is able to enhance the endurance of the
user. The exoskeleton, which augments the torque and power
of the user during lifting and daily activities, is discussed.

Software-Defined Network (SDN) assisted solutions with
exoskeletons for use in rehabilitation are also proposed
recently [22]. The majority of the existing exoskeletons have
weight, flexibility, and adaptability constraints. Easy weara-
bility and portability are other significant limitations expe-
rienced by current assistive exoskeleton-based solutions for
rehabilitation [23]–[25].

To overcome the current issues existing with exoskeletons,
we propose an adaptive and flexible Brain Energized Full
Body Exoskeleton (BFBE) for assisting the paralyzed peo-
ple. In the BFBE system, the brain signals captured by the
EEG sensors are used for controlling the movements of the
exoskeleton. The flexibility is incorporated into the system
by a modular design approach. The BFBE system has a BCI
module, a Control Unit (CU), and a Body-Part Actuation
Module (BAM). BCI module captures the brain signal and
transforms it into a signal that can be used by the CU. The pro-
cessing happens at the edge, thus reducing delay in decision
making, and the system is further integrated with an IoTmod-
ule that helps to send an alert message to multiple caregivers
in case of an emergency. The system is non-invasive, and
the fabricated EEG sensor is used to collect the signals from
the scalp. An instrumentation amplifier is used to enhance the
strength of the obtained signals. The output signal from the
amplifier is subjected to filtering and pre-processing. The sig-
nals are generated for different basic human actions (sitting,
standing, sleeping) and then after the pre-processing is stored
in a database. When the paralyzed person has an intention
to make a particular movement, the microcontroller in the
CU uses this database and produces the signal for activating
the particular body part. The generated EEG pattern of the
person is mapped into the corresponding action. The BAM
then uses the motor driver circuit to pass the activation signal
to the corresponding part of the body. The potential energy
harvesting is used in the system to solve the power issues
related to the exoskeleton. The stability in the gait cycle is
ensured by using adaptive sensory feed-back.

The paper is arranged into 4 sections. The proposed work
is discussed in Section 2. The system architecture is dis-
cussed initially, and then the theoretical analysis is presented.
Section 3 presents and discusses the system working and
testing details and the results obtained. Finally, the paper
concludes in section 4. The list of abbreviations is listed in
table 1.

II. PROPOSED SYSTEM
A. SYSTEM ARCHITECTURE
The architecture of the Brain Energized Full Body Exoskele-
ton (BFBE) system is shown in Figure 1. The BFBE system
has three major modules 1) BCI module, 2) Control Unit,
and 3) Body-Part Actuation Module. The primary function of
the BCI module is to collect the EEG signals from the scalp
and then convert it into a form that can be used by the CU.
We have fabricated a sixteen-electrode based EEG sensor,
which is used in the proposed system for collecting the signals
and also for analyzing the brain activity. For removing the
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TABLE 1. List of abbreviations.

FIGURE 1. System architecture: Brain Energized Full Body Exoskeleton
(BFBE).

high-frequency noise, we use a bandpass. Walsh Hadamard
Transform (WHT) is then used to transform the signals into
the frequency domain.

The signals are further transformed into a digital form and
provided to the Arduino Mega, which transmits the signal
via Bluetooth to the Control Unit. The signals are generated
for different basic human actions (sitting, standing, sleeping)
and then after the pre-processing is stored in a database.
When the paralyzed person has an intention to make a par-
ticular movement, the microcontroller in the CU uses this

TABLE 2. Body parts of BFBE and its corresponding joints.

database and produces the signal for activating the particular
part of the body. The generated EEG pattern of the person
is mapped into the corresponding action. The BAM then
uses the motor driver circuit to pass the activation signal
to the corresponding part of the body. The potential energy
harvesting is used in the system to solve the power issues
related to the exoskeleton. The stability in the gait cycle is
ensured by using adaptive sensory feed-back. The feedback
to the CU is provided using a multi-level sensing technique
so that corrections can be made in the process. Required
corrections for producing the actuation signals are done by
the microcontroller using this feedback and thus improving
the decision-making accuracy. An accelerometer is used on
the backside for detecting accidental falls. The processing
happens at the edge, thus reducing delay in decision making,
and the system is further integrated with an IoT module
that helps to send an alert message to multiple caregivers in
case of an emergency. If the measured tilt passes a particular
threshold, a similar emergency message will be given to the
caregiver via a wireless transmitter. The secure communi-
cation is ensured between paralyzed persons and caregivers
using a double encrypted NTSA algorithm [26]. The material
used for the development is carbon fiber, so that it can easily
replicate various body movements with ease. The BFBE has
a total of 15 degrees of freedom spread across different joints
of the body, as indicated in Table 2.

Each of these joints is realized using high torque motors.
Controlling the angle of rotation of the motors enables the
system to make different movements. The exoskeleton is easy
to wear due to its flexible and detachable components. The
straps are used to tie the exoskeleton to different body parts.
To further improve the stability of the person, support is
provided on the backside and ankle region. In order to check if
the applied force is sufficient to make the exoskeleton stable,
angle sensors are placed on the joints.

B. SYSTEM DESIGN AND METHODOLOGY
The full-body structure of the exoskeleton mainly consists
of five different body parts, which are lower limb, upper
limb, head & neck, shoulder, and hip. The BFBE structured is
designed by integrating these parts. The modular design pro-
vides BFBE with the highly required flexibility. The system
can thus be used by people with different degrees of paralysis.
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FIGURE 2. Sitting posture of BFBE (3D model).

1) EXOSKELETON DESIGN FOR DIFFERENT POSTURES
In this section, we discuss the design generated for the
exoskeleton in different body postures. BFBE exoskeleton
is constructed to mirror the anatomy of the human body.
Figure 2 illustrates the full-body exoskeleton designed using
3D software to emulate sitting posture. The major advantage
of the exoskeleton system is that the various parts and the
joints can be attached and detached easily. The system can
thus be used by people with different degrees of paralysis.
The full-body exoskeleton can be used by a completely par-
alyzed person. paralysis can be provided with a customized
exoskeleton. People experience the ease of wearability and
mobility because of the development of the exoskeleton with
carbon fiber material. To further improve the stability of the
person, on the backside and in the ankle region, a support
is provided with the system. Actuating the motors placed at
the corresponding joints helps to move from sleeping to the
sitting posture.

Figure 3 shows the standing posture of the full-body
exoskeleton. The system translates from sleeping to standing
based on the acquired human intensions. The high torque
motors placed at the different joints help in lifting the human
weight. If the actuation signals produced are not sufficient,
more accurate signals will be generated based on the feedback
received. A customized execution pattern is used to maintain
stability and reduce errors. The design also ensures that no
direct transition from sleeping to standing or vice versa.

III. MATHEMATICAL ANALYSIS OF THE PROPOSED
SYSTEM
The mathematical analysis is done on the full-body exoskele-
ton to identify the desired torque proportional to the mass.
The joints used to provide 15 degrees of freedom are uti-
lized to control the different bones of the human skeleton.
Figure 4 presents the exoskeleton structure used for the anal-
ysis. Here, A is the head joint (HJ), b is the neck joint (NJ),

FIGURE 3. Standing posture of BFBE (3D model).

FIGURE 4. Exoskeleton structure used for analysis.

c is the left shoulder joint left (SJL), d is the elbow joint left
(EJL), e is the hand joint left (HJL), f is the shoulder joint
right (SJR), g is the elbow joint right (EJR), h is the hand
joint right (HJR), lr and lh are the links for humanoid limbs.

Let the angle of the limb with respect to vertical and
horizontal axis is denoted by ’θ’, the masses of the element by
mi, the length of the elements by li, and the center of gravity of
the system by Gi. The spring of the element is represented by
spring coefficientKi. The angles are referenced with horizon-
tal and vertical axis where L denotes the kinetic andP denotes
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the potential energy, and e is the force to be applied to the
joint.

Let the different control signals to be applied at hip and
knee joint of human and exoskeleton be defined as Â for the
angular acceleration of knee, Ã for the angular velocity of the
knee, Å for the angular position of the knee, for the total
torque applied on the knee and the ankle, Î for the inertia on
the foot and the shank. Let the length of the shank is L̂m,
length of the foot is L̂m, the mass of the shank is Ŏ kg, mass
of the foot is Ō kg and let the torque be proportional to mass.

Consider the upper part of the body. The driving motor
is located at the head joint driven by VHJ , VNJ is the neck
joint motor driving voltage, VSJL is the shoulder joint left
motor driving voltage, VSJR is the shoulder joint right motor
driving voltage. Because of the DC voltage, we have currents
IHJ , INJ , ISJL , ISJR, entering the exoskeleton upper part. The
current flowing from the neck joint to the head joint is denoted
by INH. We have INJ = INH , ISJL = 0, IS−R = 0, IHJ =−INH
and INH = SM (VNJ , VSJR, VSJL , VHJ ),where SM is a function
classified based on the portion at the exoskeleton. Also ‘ ∈′

is the force to be applied to the joint to move from an initial
position or angle ‘0’ to final position angle ′θ ′. The length of
the exoskeleton part be li and the width is wi and the initial
position of the exoskeleton is ‘x ′ along the axis. The net force
applied to the head joint movement will be,

∈HJ=

∫ <∅

0
∈
1
HJ Widx (1)

With ∈1 as the force applied per unit area, the width Wi
becomes constant, thus we have,

∈HJ= Wi

∫ <∅

0
∈
1
HJ dx (2)

Similarly, we obtain other values of force applied on shoul-
der joint left and shoulder joint right as,

∈SJL = Wi

∫ <∅

0
∈
1
SJL dx (3)

∈SJR = Wi

∫ <∅

0
∈
1
SJR dx (4)

We can say that the net force applied to the head joint,
shoulder joint left and shoulder joint right movement as a
function of different voltages given by,

∈HJ = fHJ (VNJ ,V SJL ,VSJR,VHJ ) (5)

∈SJL = fSJL (VNJ ,V SJL ,VSJR,VHJ ) (6)

∈SJR = fSJR (VNJ ,V SJL ,VSJR,VHJ ) (7)

If we consider a time-varying voltageVNJ ,V SJL ,VSJR,VHJ
to move the exoskeleton at any position at any time, the neck
to head force, shoulder joint left and shoulder joint right, as a
function of time t is given by,

∈
(t)
NH = fHJ (VNJ (t),V SJL(t),VSJR(t),VHJ (t)) (8)

∈
(t)
SJL = fSJL (VVJ (t),V SJL ,VSJR,VHJ ) (9)

∈
(t)
SJR = fSJR (VNJ (t),V SJL ,VSJR,VHJ ) (10)

Here ‘f’ is the function taking the time-varying force into
consideration. Now we have current acting at shoulder joint
left and shoulder joint right given by,

ISJL(t) =
d
dt
∈SJL (11)

ISJR(t) =
d
dt
∈SJR (12)

As the incoming current is equal to the outgoing current,
we have, INJ (t) + IHJ (t) = d

dt ∈NH . With INJD (t) as the
initial position, we have INJ (t) = Iµ (t)+ INJD (t), IHJ (t) =
−Iµ (t)+ IHJD (t) and INJD (t)+ IHJD(t) = d

dt ∈NH .
Here, Iµ (t) is fully responsible for the exact movement at

the exact time and INJD and IHJD for the correct initial posi-
tion. We can call them us the returned coordinates. If INJD (t)
is causing the change in the movement of exoskeleton by an
angle θ ′ in the given time 1t , then INJD (t) = d

dt ∈
′

θ , and if
IHJD (t) is causing the change in themovement of exoskeleton
by θ ′′ in the given time 1t , then IHJD = d

dt∈
′′

θ .
Change in the variation between the neck and the head joint

is given by d
dt ∈

′

θ +
d
dt ∈

′′

θ=
d
dt ∈NH that is ∈

′

θ + ∈
′′

θ= ∈NH .
Assuming two different movement angle force at <∈′θ and
<∈θ

′′ we have the force, variations given by,

∈
′

θ ′ = Wi

∫ <θ ′

0

x
li
∈
′
HJ dx (13)

∈
′′

θ ′′ = Wi

∫ <θ ′′

0

(
1−

x
li

)
∈
′
HJ dx (14)

The net force applied is written as a function of different
voltages given by,

∈
′

θ ′ = fθ ′ (VNJ ,V SJL ,VSJR,VHJ ) (15)

∈
′′

θ ′′ = fθ ′′ (VNJ ,V SJL ,VSJR,VHJ ) (16)

Considering the time-varying voltageVNJ ,V SJL ,VSJR,VHJ
to move the exoskeleton at any position at any time, the neck
to head force, shoulder joint left and shoulder joint right, as a
function of time t is given by,

∈
′

θ ′ (t) = fθ ′ (VNJ (t),V SJL(t),VSJR(t),VHJ (t)) (17)

∈
′′

θ ′′ (t) = fθ ′′ (VNJ (t),V SJL(t),VSJR(t),VHJ (t)) (18)

Considering the ‘f’ function takes time varying force into
considerations, we have the current acting as,

IHJD (t) =
d
dt
∈θ ′ (19)

IHJD (t) =
d
dt
∈θ ′′ (20)

ISJL (t) =
d
dt
∈SJL (21)

ISJR (t) =
d
dt
∈SJR (22)

The net current flowing through the exoskeleton is zero and
given by,

INJ (t)+ IHJ (t)+ ISJL (t)+ ISJR (t) = 0 (23)

INJD (t)+ IHJD (t)+ ISJL (t)+ ISJR (t) = 0 (24)
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Using the chain value of differentiation on the current
values we obtain,

INJD (t) =
∂ ∈θ ′

∂VNJ

d
dt
VNJ +

∂ ∈θ ′

∂VSJL

d
dt
VSJL

+
∂ ∈θ ′

∂VSJR

d
dt
VSJR +

∂ ∈θ ′

∂VHJ

d
dt
VHJ (25)

IHJD (t) =
∂ ∈θ ′′

∂VNJ

d
dt
VNJ +

∂ ∈θ ′′

∂VSJL

d
dt
VSJL

+
∂ ∈θ ′′

∂VSJR

d
dt
VSJR +

∂ ∈θ ′′

∂VHJ

d
dt
VHJ (26)

ISJL (t) =
∂ ∈SJL

∂VNJ

d
dt
VNJ +

∂ ∈SJL

∂VSJL

d
dt
VSJL

+
∂ ∈SJL

∂VSJR

d
dt
VSJR +

∂ ∈SJL

∂VHJ

d
dt
VHJ (27)

ISJR (t) =
∂ ∈SJR

∂VNJ

d
dt
VNJ +

∂ ∈SJR

∂VSJL

d
dt
VSJL

+
∂ ∈SJR

∂VSJR

d
dt
VSJR +

∂ ∈SJR

∂VHJ

d
dt
VHJ (28)

With dx as a small incremental moment for an incremental
time dτ we obtain,

dx =
−KiWi

Ã
∈
′
HJ dτ (29)

Substituting the above value of dx in (2) and (3) we obtain,

∈SJL = Wi

∫ θ ′′

θ ′
∈
′
SJL

(
−KiWi

Ã
∈
′
HJ dτ

)
(30)

∈SJL =
−KiW 2

i

Ã

∫ θ ′′

θ ′
∈
′
SJL∈

′
HJ dτ (31)

∈SJR =
−KiW 2

i

Ã

∫ θ ′′

θ ′
∈
′
SJR∈

′
HJ dτ (32)

∈HJ =
−KiW 2

i

Ã

∫ θ ′′

θ ′

(
∈
′
HJ
)2 dτ (33)

Substituting the above value of dx in (12) and (13) we
obtain,

∈
′

θ ′ =
−KiW 2

i

Ã

∫ θ ′′

θ ′

x
li

(
∈
′
HJ
)2dτ (34)

∈
′′

θ ′′ =
−KiW 2

i

Ã

∫ θ ′′

θ ′

(
1−

x
li

) (
∈
′
HJ
)2dτ (35)

Calculating ‘x’ in terms of torque we integrate ‘x’ from
initial angle ′θ ′ to final angle θ ′′.

x =
−KiWi

Ã

∫ θ ′′

θ ′
∈
′
HJ dτ (36)

The VNJ value for which we reach the maximum limit
isVmax . If the value ofVNJ is raised aboveVmax , the exoskele-
ton movements will remain unaltered and practically con-
stant. The human body parts will act as the dielectric of
the capacitor with the exoskeleton acting as the plate of the
capacitor. Here VOI is the voltage applied between outer
and inner exoskeleton, Plimb is the potential drop across the
thickness of the limb,PIX is the potential drop across the inner

surface of the exoskeleton, and PCM is the potential at all the
contact point across the exoskeleton and human limb.We now
have,

VOJ = Plimb + PIX + PCM (37)

The variation in the voltage ig given by, 1VOJ =

1Plimb+1PIX + PCM where, PCM is constant.
Now there are three potential charges across the exoskele-

ton and the limb, ϕOE is the charge on the outer exoskeleton,
ϕlimb is the charge on the limb, ϕIE is the charge on the
inner exoskeleton, and we have ϕOE+ ϕlimb + ϕIE = 0 and
ϕ̃OE + ϕ̃limb + ϕ̃IE = 0. The charges per unit area are given
by 1ϕ̃OE +1ϕ̃IE = 0 with ϕ̃limb as constant.
To analyze the effect of external voltage on the exoskele-

ton, and the human limb, we are defining a threshold voltage
depending on the EEG signal Vth. The minimum voltage
required to trigger the movement is, if VOI < Vth then
ϕ̃IE > 0 and PIX < 0, if VOI≥ Vth then ϕ̃IE < 0 and
PIX > 0, if VOI= Vth then ϕ̃IE = 0 and PIX = 0. The
signal from EEG headset to limb is defined as Rsurface–limb,
ST is the potential depending on the thickness of limb, and LT
is the length of the limb. The ratio of the potential drop across
the inner surface of the exoskeleton to the length of the limb
is given by PIX

/
LT . The signal transferred from EEG headset

to the limb is given by,

Rsurface−limb = ST ePIX /LT (38)

The potential depending on the thickness of the limb is
calculated as,

ST = SLe−PRX /LT (39)

Substituting the value of ST in (39), we obtain,

Rsurface−limb = SLe(PIX−PRX )/LT (40)

The capacitance coefficient variation in the direction of x
and capacitance coefficient variation in the opposite direction
of x given by,

K (x) = K0eP(x)
/
LT (41)

K (y) = L0e−P(x)
/
LT (42)

Potential is at its local maximum, which indicates that the
system in the equilibrium state is unstable. We apply a small
displacement to the exoskeleton and move it to a random
small distance from its equilibrium state, and the total force
of the exoskeleton makes it to move even farther. Mobility
displacement along the x direction is given by,

µ(x) = ϑ(K(y) − K(x) − PA) (43)

d2P
dy2
=
−ϑ

µs

[
L0e−P(x)

/
LT − K0eP(x)

/
LT − PA

]
(44)

The charge on the inner skeleton is given by,

ϕ̃IE =
∓
√
2ϑµsPA

√
LT e−P(IX )

/
LT+PIX√

−LT + e−PRx /LT
(
LT eP/LT − PIX − LT

) (45)
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ϕ̃IE = C̃limbPlimb (46)

ϕ̃IE = −
√
2ϑµsPA

√
PIX + LT e(PIX−PRX )/LT (47)

ϕ̃IE = ϕ̃RL + ϕ̃SL (48)

The charge on the right-side outer skeleton to the limb is
calculated as,

ϕ̃RL =

∫ final

initalθ
(ϑ)K (x) (Adx) (49)

The charge on the left-side outer skeleton to the limb is
calculated as,

ϕ̃SL = −ϑ

∫ final

inital
K (x) dx (50)

The body parameter constant with static exoskeleton
movement is given by,

TB =

√
2µs
ϑPA

√
PIX (51)

The small variation in the charge on the inner skele-
ton is given by, 1ϕ̃IE= 1ϕ̃RL+1ϕ̃SL where ϕ̃RL =

ϕ̃RL (PIX ) and ϕ̃SL = ϕ̃SL(PIX ). The voltage applied between
the outer and inner exoskeleton is given by,

VOI = Vth + PIX −
ϕ̃SL (PIX )+ ϕ̃RL (PIX )

l̃imb
(52)

IV. RESULTS AND DISCUSSION
The designed system is tested on six different subjects, three
healthy and three paralyzed persons. The collection of data
is done in the offline and online phases. The experiments are
carried out for three different human intentions like sleeping,
standing, and sitting. To maintain stability, the movements
are executed based on the designed pattern. In the offline
training phase, the brain patterns corresponding to each of
these intended movements are acquired using the 64 channel
EEG sensor. Figure 5 presents the EEG Sensor manufactured
with 16 Electrodes for collecting the signals.

Signal analysis is carried out using WHT, and the unique
features required for the classification are extracted. Large
amount of EEG signals is compressed using WHT, and a
faster computation is also provided. The database is designed
using the extracted information corresponding to each human
thought obtained during the training phase. In the online
phase, the WHT coefficients, along with extracted informa-
tion, are transmitted from the brain to the full-body exoskele-
ton for the reconstruction of the original signal.

The EEG signals corresponding to human intentions of
sitting and standing are depicted in figure 6. Here, the original
signal and the reconstructed signal for both the postures are
presented. Figure 7 shows the area matching of EEG patterns
obtained for the sitting and standing postures. The original
and reconstructed signal is correlated at the receiver side to
identify the movement to be executed. Based on the classifi-
cation results, the required joints are actuated to produce the
desired movement by the exoskeleton system.

FIGURE 5. EEG sensor manufactured with 16 electrodes.

FIGURE 6. Original and reconstructed EEG signal in sitting and standing
positions with BFBE.

FIGURE 7. Area matching of EEG patterns obtained for sitting and
standing posture.

FIGURE 8. EEG amplitude and EEG amplitude error for original and
reconstructed signals.

Figure 8 shows the varying of the EEG signal captured
by the brain headset with time. The error in EEG amplitude
for the signal is also shown in the figure. Figure 9 presents
the brain pattern variations at different frequencies using
the proposed system. The voltage spectral density variations
at frequencies 6 Hz, 10 Hz and 22 Hz are presented and
highlighted in the figure.
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FIGURE 9. Brain pattern variations at different frequencies.

FIGURE 10. Electrode placement locations in the EEG headset.

FIGURE 11. EEG for different postures with placement of electrodes from
CP5 to LO1.

FIGURE 12. EEG for different postures with the placement of electrodes
from CP5 to PO2.

In the proposed system, EEG analysis is carried out using
realistic head models to identify the unique EEG signal fea-
tures and to validate the brain network connectivity. Here,
a 64-electrode placement scheme is used in the proposed
system. The electrodes are placed in the frontal and parietal

FIGURE 13. EEG for different postures with the placement of electrodes
from CP5 to P6.

FIGURE 14. EEG voltage for different frequency and number of trials per
second.

FIGURE 15. Number of trials with time.

FIGURE 16. EEG voltage for different frequency and number of trails per
second.

regions of the brain. Figure 10 indicates the electrode place-
ment positions used for testing the proposed system.

Figure 11 shows the EEG signal for different postures
with the placement of electrodes from positions CP5 to LO1,
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and figure 12 shows the EEG for different postures with
the placement of electrodes from CP5 to PO2 positions and
figure 13 shows the EEG for different postures with the place-
ment of electrodes fromCP5 to P6 positions. Figure 14 shows
the EEG voltage for different frequencies and also the number
of trials per second.

Figure 15 shows the number of trials carried out with
time, and figure 16 shows the EEG potential with vary-
ing latency using the proposed system. The proposed
system achieves excellent performance in all real-time sce-
narios. Results confirm that the proposed method pro-
vides adequate assistance and rehabilitation for paralyzed
patients.

V. CONCLUSION
To overcome the constraints of weight, flexibility, and adapt-
ability faced by the existing exoskeletons used for assisting
the paralyzed people, we proposed an adaptive and flexible
Brain Energized Full Body Exoskeleton (BFBE). The brain
signals captured by the EEG sensors are used for controlling
the movements of the exoskeleton. The flexibility is incor-
porated into the system by a modular design approach. The
parts and joints can be attached and detached easily, allowing
it to be used by people with different levels of paralysis. For
the fully paralyzed, the full-body exoskeleton structure can
be used. The processing happens at the edge, thus reduc-
ing delay in decision making, and the system is further
integrated with an IoT module that helps to send an alert
message to multiple caregivers in case of an emergency.
The potential energy harvesting is used in the system to
solve the power issues related to the exoskeleton. The sta-
bility in the gait cycle is ensured by using adaptive sensory
feedback. The system was by using six natural movements
on ten different paralyzed persons and received very good
results.
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Depth Information Enhancement Using Block
Matching and Image Pyramiding Stereo Vision

Enabled RGB-D Sensor
Sunil Jacob , Member, IEEE, Varun G. Menon , Senior Member, IEEE, and Saira Joseph, Member, IEEE

Abstract—Depth sensing devices enabled with an RGB
camera, can be used to augment conventional images with
depth information on a per-pixel basis. Currently available
RGB-D sensors include the Asus Xtion Pro, Microsoft Kinect
and Intel RealSenseTM. However, these sensors have certain
limitations. Objects that are shiny, transparent or have an
absorbing matte surface, create problems due to reflection.
Also, there can be an interference in the IR pattern due to
the use of multiple RGB-D cameras and the depth information
is correctly interpreted only for short distances between
the camera and the object. The proposed system, block
matching stereo vision (BMSV) uses an RGB-D camera with
rectified/non-rectified block matching and image pyramiding
along with dynamic programming for human tracking and capture of accurate depth information from shiny/transparent
objects. Here, the IR emitter generates a known IR pattern and the depth information is recovered by comparing the
multiple views of the focused object. The depth map of the BMSV RGB-D camera and the resultant disparity map are
fused. This fills any void regions that may have emerged due to interference or because of the reflective transparent
surfaces and an enhanced dense stereo image is obtained. The proposed method is applied to a 3D realistic head model,
a functional magnetic resonance image (fMRI) and the results are presented. Results showed an improvement in speed
and accuracy of RGB-D sensors which in turn provided accurate depth information density irrespective of the object
surface.

Index Terms— Block matching, depth sensing, disparity estimation, image pyramiding, RGB-D sensor, stereo vision.

I. INTRODUCTION

DEPTH sensing is a challenging task and is the core
behind numerous indoor and outdoor applications. Vari-

ous sensing devices have been employed recently for capturing
accurate depth information. Precision of captured information
is vital for many biomedical applications and helps in the
detection and in-depth analysis of diseases like tumors [1].
RGB-D cameras are one of the few preferred modern
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sensing systems that capture RGB images along with per-pixel
depth information [2]–[4]. Currently available RGB-D sensors
capture depth information at reasonable accuracy with good
data transfer rates [5]– [6]. The depth range, field of view
(FoV) of depth, depth resolution and frame rate of existing
RGB-D sensors are presented in table IV. The depth range
accuracy depends on the distance of an object in the frame
from the sensor. The accuracy of the depth information is the
difference between the measured depth data and the actual
depth of the reference object. The precision depends on the
continuous measurement of the subsequent depth information
in static condition. The accuracy and precision of the depth
frame of an object also depends on the distance, colour and
temperature. RGB-D cameras employ a mechanism in which
they project the IR radiation in an irregular pattern of dots
using an IR projector and then utilize the IR cameras to
detect the infrared light bounced off the object of interest.
The required depth information is captured using the offset
observed on comparing the projected pattern and the recorded
image. Although depth information is captured with relatively
good accuracy, these devices suffer from few major limitations.

1558-1748 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
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One of the major constraints with RGB-D devices is in the
accurate capturing of depth information with shiny or trans-
parent objects or objects that have an absorbing matte
surface [7]– [8]. Also, there can be an interference in the
IR pattern due to the use of multiple RGB-D cameras and
the depth information is correctly interpreted only for short
distances between the camera and the object. When multiple
RGB-D sensors are used with overlapping views, IR patterns
of different RGB-D cameras overlap, generating IR interfer-
ence. Here, each RGB-D sensor will sense and align the
pattern of other RGB-D cameras with its own IR pattern and
will not be able to differentiate its own IR pattern from the
other. Further, the depth quality degrades creating invalid depth
pixel or black pixel with no depth information. The depth map
of the image can be reconstructed comparing the RGB and the
IR image. Recently, few deep learning-based methods have
also been proposed with RGB-D images for human motion
detection and tracking [9]. Some works have also focused on
improving the clarity of image and video conversions [10].
Most of the proposed methods focus on reducing the cost of
the deployed system and also on enhancement of captured
images. Very few methods have focused on accurate capture of
depth information especially in biomedical images [3], [11]–
[13].

This paper presents a novel system, block matching stereo
vision (BSMV) RGB-D that utilizes the advantages offered
by block matching [14] and image pyramiding along with
dynamic programming [15] for accurate capture of depth
information from shiny/transparent objects. Here, an IR emit-
ter generates a known IR pattern and the depth information
is recovered by comparing multiple views of the focused
object. The depth map of the block matching stereo vision
RGB-D camera and the resultant disparity map are fused.
This fills any void regions that may have emerged due to
interference or because of reflective transparent surfaces and
an enhanced dense stereo image is obtained. The proposed
method is applied on a 3D realistic head model and the results
are presented.

The paper is organized into three sections. Related works
are presented in the next section. The proposed system along
with the mathematical analysis is presented in section 3. The
proposed system integrated with disparity estimation, block
matching, image pyramiding and dynamic programming is
explained in this section. The next section presents the results
obtained from the application of the proposed method on a 3D
realistic head model [16]–[19]. Conclusion and future work are
presented in the final section.

II. RELATED WORKS

Few techniques have been proposed in recent years for
depth information enhancement of images captured by var-
ious camera sensors. In [11], authors present an interesting
technique that estimates the depth of positions that are too
far away and irrelevant to any objects or plans. This is
enabled with the help of an RGB-D camera and a gyroscope.
An advanced and flexible color-guided autoregressive model
for depth recovery from low quality images captured by

Fig. 1. System architecture.

cameras is proposed in [3]. The authors analyze the stability
of the method using a linear system view. Further a parameter
adapting scheme is discussed by the author for recovery
of depth information. Recently, the application of RGB-D
cameras has become prominent in biomedical field. Authors
discuss the application of RGB-D cameras in the study of soft
tissue deformation due to the bicep’s muscular activity in [12].
In [13], a depth propagation method using bilateral filtering
and motion estimation is proposed. Most of the methods
have certain limitations, especially in accurate detection of
shiny and transparent objects. Also, some of them suffer from
interference in the IR pattern due to the use of multiple RGB-D
cameras and also accuracy of depth information restoration is
limited. The proposed work overcomes these limitations using
an RGB-D camera with rectified/non rectified block matching
and image pyramiding for high speed stereo vision.

III. PROPOSED SYSTEM

Initially, the working of the system is explained with the
help of an architecture diagram. Then, the mathematical mod-
elling and analysis of the system is presented.

A. System Architecture

The architecture of the proposed system is presented in
figure 1. Initially, the object of interest is captured from two
different viewpoints using two RGB cameras. The focused
color image pair consists of a left and right image. The focused
image left (FIL) and focused image right (FIR) are connected
via a bus connector (BC) and the color is extracted. Also,
the color space conversion is carried out for FIL and FIR and
the intensity value is extracted. Then, the matching features
in each focused image is extracted using the corner detection
blocks. The sum of the square difference algorithm is used to
identify pixels that are common to both the focused images.
The corresponding epipolar line is computed in the focused
right image compared to each position in the focused left
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image. On the epipolar line of the right image, the pixel that
matches the pixel on the left image is identified. A quadratic
polynomial is drawn such that it fits to the position of the
accurately matched pixel. The polynomial curve minimum
value is the final pixel location.

Here, all the matching points in left feature matching
(LFM) and right feature matching (RFM) are used to compute
the fundamental matrix. The maximum number of trials and
the threshold value is provided for the estimation of the
fundamental matrix. Eight pairs of points selected randomly
from LFM and RFM along with the normalized eight-point
algorithm is used to obtain the fundamental matrix. The
fitness of the fundamental matrix for all points in LFM and
RFM is then calculated. This value then replaces the initial
fundamental matrix value. The fundamental matrix along with
the calculated intensity is then used to calculate the disparity
values. All the values of disparity are collected and assembled
to form the disparity map.

B. Disparity Estimation

Stereo vision works on the principle of retrieving the 3D
image of a structure using information of images captured
from two different viewpoints. A computer compares the
images while shifting the two images over each other to
find the parts that match. For this, color images are first
converted to gray scale using the built in rgb2gray function
with MATLAB R2018a [20]. The shift in the pixel intensity is
called the disparity and the computation output of this process
is called a disparity map. The epipolar geometry of the stereo
vision image is used to retrieve the relative depth information
in disparity map between the two images. This gives the range
between the image and the camera. However, for non-rectified
images, the analysis along epipolar lines is not always aligned
on the horizontal axis. The stereo images are rectified through
linear transformation so that corresponding points of the two
images will have same row coordinates. Rectification is a
standard step used with the proposed algorithm. This step
ensures that the search for matching blocks needs to be done
only horizontally and not vertically during block matching.

C. Working of BSMV-RGBD

The overall working of the proposed BSMV-RGBD is
discussed in three steps,

1) Read Focused Image Left/Right Pair: First, the object of
interest is captured from two different viewpoints using two
RGB cameras. The focused color image pair consists of a left
and right image. From these images, color and intensity are
extracted to form a grayscale image so that we have only one
value (0 - 255) for each pixel. This image is used to analyze
disparity map.

2) 4 × 4 Feature Block Matching: Block matching selects a
region in one image and tries to find the most similar region in
the other image, using sum of absolute difference as the metric.
A lower value corresponds to more similarity between the
two regions. Two parameters are needed to implement block
matching algorithm: size of the block and maximum disparity.
In the focused left image, a 4 × 4 sub pixel feature block is

TABLE I
FREQUENTLY USED NOTATIONS

TABLE II
LIST OF ABBREVIATIONS

formed around a pixel. Then a search is done in the right-hand
direction starting at the same coordinates in the right image.
The search is carried out for the best match of the 4× 4-pixel
block. The bigger the block size, the less noisy the disparity
map will be and results will be more accurate. However,
it is computationally more expensive. In the proposed method,
search is carried out for ±7 pixels surrounding the pixel of
the focused left image. Column-wise searching is done for the
rectified images.

3) Dynamic Programming: In the block matching process,
the selected pixel has noise disparity with its own location
and thus produces an image with noisy disparity. Smoothening
is done to reduce noise disparity. By increasing the noise
disparity sharing with surrounding sub pixels, the selected
pixel shares the disparity with its surrounding sub pixel.
By using four intra 16× 16 modes we can predict one whole
16×16 macro block. The 16×16 macro block has 4×4 sub-
blocks. These 4×4 sub-blocks can be predicted independently
using nine intra 4 × 4 blocks. The individual prediction at
intra 4× 4 block is advantageous when the correlation at the
block level is localized. 16 pixels are available in 4 × 4 sub
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pixel block. This 4 × 4 sub pixel block helps to form the
4× 4 predictive block. The 16 pixels in the 4 × 4 predictive
block is generated using prediction mode in all the different
directions using the information of all adjacent pixels. The
optimal estimation of noise disparity along the noise disparity
path from one block of image to another block of image can
be efficiently solved using dynamic programming (DP).

The result of dynamic programming is applied individually
to each block such that the optimal noise disparity structure is
decomposed into suboptimal noise disparity problems. Then
the optimal noise disparity value is to be expressed in terms
of suboptimal noise disparity problem. The value of optimal
noise disparity is then computed using a matrix structure with
a bottom to up approach. This computed information is used
to construct optimal noise disparity map. Next subsection
presents the theoretical analysis of dynamic programming in
the proposed BSMV RGB-D method.

4) Mathematical Analysis of Dynamic Programming in BMSV-
RGBD: Initially, the optimal noise disparity structure has to
be decomposed to suboptimal noise disparity problems. Here,
the array of optimal noise disparity is ND [0 . . . n, 0 . . . n1]. For
1 ≤ d ≤ n and 0 ≤ d ≤ n1, the value of entry ND [l, d] will
have the suboptimal noise subset with maximum combined
values. The suboptimal noise subset {1, 2 . . . l} consists of the
weighting factors for intensity ‘l’. Hence, the array of optimal
noise disparity is given by,

ND [l, d]=max
��

p∈R
n p : R⊆{1, 2 . . . d}

�
p∈R

dp ≤ d
�

(1)

The computation of all the entries in the array ND [l, d]
will lead to the ND [n, n1] array as the suboptimal noise
solution. For [l, d], ‘R’ is a solution. If R ⊆ {1, 2 . . . l} and�

p∈R dp ≤ d , then ‘R’ is an optimal noise solution for [l, d].
If ‘R’ is an optimal noise solution, then

�
p∈R n p = ND [l, d].

Now the optimal noise disparity value in terms of suboptimal
noise disparity problem is to be obtained. The initial setting
for this scenario is ND [0, d] = 0 for 0 ≤ d ≤ n1 and
ND[l, d] = −∞ for d < 0. The recursive step is given
by ND [l, d] = max(ND[l − 1, d], ni + ND [l − 1, d − dl ])
for 1 ≤ l ≤ n, 0 ≤ d ≤ n1. The optimal noise disparity
would select or not select ‘l’. Now the value of optimal
noise disparity is computed using a matrix structure in bottom
to up approach. The array is computed using ND[l, d] =
max(ND[l − 1, d], ni + ND[l − 1, d − dl]) row by row.

The first stage of dynamic programming in BSMV RGB-D
is given by,

BSMV RG B-D(v, d, n, n1)⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

f or (d=0 to n1) ND [0, d]=0 f or (l=1 to n)
f or (d=0 to n1) of (d[l] ≤ d

ND [l, d]=max{ND [l−1, d], v [l]+ND[l−1, d−d[l]}
else

ND [l, d]=ND [l − 1, d] return ND [n, n1]

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
(2)

The algorithm is given below,
The next stage is to compute the suboptimal noise disparity.

For this the auxiliary Boolean array threshold[l, d] is 1, if the

l th pixel in the ND [l, d] is selected, otherwise zero. Also,
the optimal solution is to be formulated. The threshold[l, d]
is used for finding the suboptimal nose ‘R’ having maximum
computation time. If threshold[l, d] is 1 then n ∈ R, contin-
uously repeating the process for threshold[n − 1, n1 − dn].
If threshold[n, n1] is 0 then n /∈ R, continuously repeating
the process for threshold[n − 1, n1]. The following partial
code will compute the value of ‘R’. Assigning n1 to T for
(l = n, down to 1) if threshold[l, T ] == 1,output l and
T = T −d[l]. The stage 2 of dynamic programming in BSMV
RGB-D is given by BSMV RG B − D(v, d, n, n1), is shown
at the top of the next page,

The algorithm is given below,
The application of DP completely removes the noise around

the image border and the foreground object appears in better
reconstructed form.

D. Pyramiding the Image

Pyramiding technique is used for the image with telescopic
search to ease block matching. Given the full-scale image to
detect the noise disparity, the process has to be carried over
± 7-pixel block. By pyramiding, the image is downsized by a
factor of 2. The process will reduce to ± 1-pixel block. The
noise disparity is then estimated on this down sized block.
This down sized block act as the seed to the larger image.
This enables search of the noise disparity only in smaller pixel
block ranges and the process becomes at least five time faster
compared to normal block matching. Here, three level image
pyramiding is used.

Dynamic programming executed on noise disparity at every
pyramidal level reduces the computational burden drastically.
The depth map of the stereo image, the intrinsic parameters
of the RGB-D camera and the concerned image are back
projected on a pixel to pixel basis to form the 3D points. The

intrinsic matrix I for RGB-D camera is, I =
⎡
⎣

fL SL CL

0 fR CR

0 0 1

⎤
⎦

and the 3D image coordinates aligned with the homogenized
stereo camera coordinates is [Lc Rc]T = I[Lc, Rc, Zd]T. The
intrinsic matrix describes all the pixels in the image which can
be back projected into a 3D pixel. However, the distance of
the concerned pixel to the camera is unknown. Considering
S-B as the distance between the two RGB-D cameras, ‘f’ is
the focal length, the noise disparity estimation of the depth
map is given,

Zd = f + DS−B

ND
(4)

The result of the re-projection shows the surrounding of
the images appearing mutually orthogonal and the image
is reconstructed accurately. Now performing a BSMV
RGBD Gaussian N level pyramiding, a cascaded low
pass filter produces down sampled images represented as
�G p =

� �G0, �G1, �G2, . . . �GT

�
. The separable N-dimensional

kernel ‘t’ = [t1 t2 t3 t4 t5] is used for construction of the down
sampled images. In each direction a down sampling value of 2
is used.
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BSMV RG B − D(v, d, n, n1)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

f or (d = 0 to D) ND [0, n1] = 0; f or (l = 1 to n) f or (d = 0 to n1)
i f ((d [l] ≤ d) and (n [l]+ ND [l − 1, d − d [l]] > ND [l − 1, d]))
{ND [l, d] = n [l]+ ND [l − 1, d − d [l]] ; T hreshold [l, T ] = 1}

else
{ND [l, d] = ND [l − 1, d] ; T hreshold [l, T ] = 0}

T = n1; f or (l = n down to 1)
I f (T hreshold[l, T ] == 1 {output l; T = T − d [l] ; } return ND [n, n1]

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

(3)

Algorithm 1 To Calculate Optimal Noise Disparity
1: procedure BSMV RGB-D (v, d, n, n1)
2: for d ← 0 to n1∧ ND[0, n1] == 0 do
3: for l ← 1 to n do
4: for d ← 0 to n1 do
5: if (d[l]≤ d) then
6: ND[l,d] ← max{(ND[l-1,d], v[l] +ND[l-1,d-d[l]])}
7: else
8: ND [l,d]← ND [l-1,d]
9: end if
10: end for
11: end for
12: end for
13: return ND [n, n1]
14: end procedure

Fig. 2. Placement of RGB-D camera.

Mapping the N-dimensional kernel from one face to another
is done as,

�G P+1 = M �G P =

⎡
⎣

1 0 0
0 1 0
0 0 0

. . . . . .

⎤
⎦

⎡
⎢⎣

h · · · .
... h

...
. · · · h

⎤
⎥⎦ �G p

Down sampling Convolution

IV. RESULTS AND DISCUSSION

This section presents the discussion on the results obtained
by applying the proposed technique BMSV RGB-D to a 3D
realistic head model and also to a fMRI image. Here the soft-
ware used for simulation and testing is MATLAB R2018a [20]
with neuroelectromagnetic forward head modelling toolbox
(NFT) plug in. The 4×4 feature block matching technique has
a higher rate of retrieval, as the shape of the focused image
is retrieved well. The recovered image shows irregular depth
range and spots of noise scattered across the image, especially

Algorithm 2 To Calculate Sub-Optimal Noise Disparity
1: procedure BSMV RGB-D (v, d, n, n1)
2: for d ← 0 to n1∧ ND[0, n1] == 0 do
3: for l ← 1 to n do
4: for d ← 0 to n1 do
5: if ((d [l] ≤ d) ∧ (n [l] +

ND [l-1,d-d [l]] > ND [l-1,d])) then
6: ND [l,d]← n [l]+ ND [l-1, d-d [l]]
7: threshold [l,T]← 1
8: else
9: ND [l,d]← ND [l-1,d]
10: threshold[l,T]← 0
11: end if
12: T← n1
13: for d ← n to 1
14: if (threshold[l,T]) = = 1 then
15: output l
16: T← T-d[l]
17: end if
18: end for
19: end for
20: end for
21: end for
22: return ND [n,n1]
23: end procedure

on the upper part of the image. There is excess noise scattering
on the top of the image as there are no major features of
the image available inside the 4 × 4 sub pixel matrix under
comparison. The noise spot occurs because individual sub
pixel disparity map is independent of the surrounding pixel.

The RGB-D cameras are kept approximately parallel while
capturing multiple views of the image, to ensure that the
disparity values are positive. Otherwise, the depth map will
have both positive and negative values. The placement of
the RGB-D cameras is illustrated in figure 2. Here, P1 and
P2 are the projection of the cross-point P on the two images,
C1 and C2 are the origin of RGB-D camera, F is the focal
length, D is the distance between the two cameras and Z is
the depth. The sub pixel estimation and correction are done by
taking minimum mismatch of actual pixel and the neighboring
pixel. A parabola is drawn considering these values and solved
for minimum mismatch of the sub pixel. This results in the
removal of the contouring effect and the estimation of disparity
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Fig. 3. a) Disparity intensity vs time b) disparity estimation vs time.

Fig. 4. IR variation in 16-bit RGB-D 3D realistic head model a) front view
b) back view c) side view d) pixel mapped depth sensing view.

is fine-tuned. The result can be seen along the surface of the
image.

Figure 3 shows the disparity intensity and disparity estima-
tion of the image with varying time. The figure highlights the
difference in the intensity of the pixels in the image captured
by the RGB-D sensor.

A. BMSV RGB-D Applied on 3D Realistic Head Model

Figure 4 presents the IR variation in 16-bit RGB-D 3D
realistic head model. These values are very vital for accurate
disparity mapping. The front, back view and side views are
obtained. Also, the pixel mapped depth sensing view is also
presented. Figure 5 presents the IR variation in 64-bit RGB-D
3D realistic head model with various views. The significance

Fig. 5. IR variation in 64-bit RGB-D 3D realistic head model a) front view
b) back view c) side view d) pixel mapped depth sensing view.

Fig. 6. 3D fMRI image a) top view b) sagittal view c) coronal view
d) combined 3D view.

TABLE III
PSNR VARIATION FOR 8, 16 AND 32-bit SUB BLOCK FOR

DIFFERENT BLOCK MATCHING METHOD

of 16-bit and 64-bit is in the size of the physical memory
support for RGB-D camera.

B. BMSV-RGBD applied on fMRI image

The top view, sagittal view and coronal view with mesh
of 3D fMRI image is presented in figure 6. The weighted
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TABLE IV
COMPARISON OF BSMV RGB-D WITH EXISTING CAMERA

Fig. 7. Depth analysis of 3D fMRI image with BSMV-RGB-D.

magnetic resonance images are analysed for cerebrospinal
fluid, segmenting the skull, scalp and brain tissue. For the for-
ward problem numerical solution, boundary element method
(BEM) is used. The BEM meshes is generated once the
segmented tissue volume is extracted. The individual realistic
head model is wrapped by template head model electrode
location if magnetic resonance image is not available. Here,
the coordinates are aligned with the homogenized stereo
camera. The intrinsic matrix describes all the pixels in the
image which can be back projected into a 3D pixel. The
result of the re-projection shows the surrounding of the images
appears mutually orthogonal and the image is reconstructed
accurately.

Figure 7 presents the depth analysis of 3D fMRI image
with BMSV RGB-D. The cross point on the fMRI image
indicates the seed pixel. The RGB-D image enabled with
telescopic search is analysed using pyramiding technique
for block matching. The noise disparity is detected for the
full-scale image and it is applied over the 7-pixel block.
Pyramiding will downsize the image by a factor of 2, which
will further scale down to 1-pixel block. For this down sized
block, the noise disparity is calculated. The down sized block
will be the seed for the scaled up RGB-D image. The noise
disparity is enabled for the search of the down sized smaller

Fig. 8. Image of an object with transparent surface (spectacles) captured
and reconstructed using BSMV RGB-D method.

pixel block. The search process is fivefold faster compared to
existing block matching. The dynamic programming is run on
the noise disparity which reduces the computational burden
substantially. The IR projector emits the predefined pattern
and the concerned RGB-D image is back projected on a pixel
to pixel basis to form depth information.

The seed point in the image is identified initially and
mapped to 3D space for the depth information. To identify
the edge and mark it automatically, canny edge detection
algorithm is used. Then the noise disparity is calculated from
the cross mark on the two images. The placement of camera
is shown in figure 2. The camera A is displaced to the
right direction, that is in the X-direction positive Dx. The 3D
coordinates of the left camera (Xl, Yl, Zl) would have (Xl-Dx,
Yl, Zl) coordinates in the right camera. This would project
different image point X coordinates for the left and right
camera creating noise disparity. The noise disparity value will
be positive, negative or zero depending upon the position of the
object compared to the cross point. This noise disparity is used
to calculate the information of an object. The depth is then
calculated by using the equation 4. The calibrated depth range
obtained here is 0.2 m to 8 m for 16-bit and 64-bit realistic
head models. Figure 8 presents the results obtained with the
BSMV RGB-D with objects having transparent surface. Here,
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the human face is sensed by the RGB-D camera and with
the accurate depth information captured using the proposed
method, the 3D image is reconstructed. The spectacle on the
face is correctly decoded and shows a nullifying effect on the
actual 3D object.

Table III presents the comparison of the proposed method
with other existing block matching methods in terms of PSNR
for varying sub block sizes. The proposed method BSMV
RGB-D has better PSNR value compared to all the other
existing block matching techniques and this signifies better
performance. In block matching BMSV-RGBD, each pixel is
having a very high correlation with its neighbors. This makes
it easy to assign motion vector to a sub pixel block compared
to individual pixels. In the BSMV-RGBD the RGB-D frame is
segmented into n×n blocks. The current block of subsequent
frame is aligned and matched with the corresponding subblock
in the same coordinates of the previous frame for the pixel
having a very large motion displacement. The optimized
alignment and matching give the correct displacement.

V. CONCLUSIONS

This paper presents and discusses a novel system for
object tracking and capturing of accurate depth information
from shiny/transparent objects using RGB-D camera with
rectified/non-rectified block matching and image pyramiding
along with dynamic programming. The architecture and the
working of the proposed system is presented and discussed
in detail. Theoretical analysis of the BSMV dynamic pro-
gramming algorithm is presented. The results achieved by the
proposed method in simulations using MATLAB 2018a are
presented. The results from the depth information analysis
carried out on a 3D realistic head model and an fMRI
image illustrate the accuracy of the proposed method. The
advantages and better performance of the proposed method is
also highlighted using a comparison with the existing RGB-D
sensors and block matching techniques. Finally, the capture
and accurate reconstruction of an object with transparent
surface is demonstrated using the proposed method.
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Secure Brain-to-Brain Communication With Edge
Computing for Assisting Post-Stroke

Paralyzed Patients
Sreeja Rajesh, Varghese Paul, Varun G. Menon , Member, IEEE, Sunil Jacob, and P. Vinod

Abstract—Stroke affects 33 million individuals worldwide
every year and is one of the prime causes of paralysis. Due
to partial or full paralysis, most of the patients affected by
stroke depend on caregivers for the rest of their lives. Easy
and efficient communication from the patient to the caregiver is
a vital parameter determining the quality of life during rehabili-
tation. Several solutions, such as brain–computer interface (BCI)
systems and exoskeletons, are proposed for post-stroke rehabil-
itation. But, most of these devices are expensive, sophisticated,
and put an additional burden on the patient. Also, the commu-
nication between the patient and the caregiver is insecure. In
this article, the brain-to-brain interface technique is integrated
with an efficient encryption algorithm to enable secure trans-
mission of information from the patient’s brain to the caregiver.
When a patient thinks of a word or a number, the thought is
transmitted with the help of an electroencephalogram (EEG)
headset through a wireless medium to the recipient, who cor-
rectly interprets the thoughts conveyed by the sender and types
the same alphabet on the keyboard at his/her end. The trans-
mitted message at the edge is encrypted with a lightweight novel
tiny symmetric algorithm (NTSA), which can only be decrypted
at the edge receiver. The Internet of Things integrated system is
also flexible to send signals to multiple caregivers at the same
time. The proposed method tested on ten users gave an average
effective concentration percentage of 78.9% along with the secure
transmission, which is a significant result compared with existing
solutions.

Index Terms—Brain-to-brain interface, edge computing,
electroencephalogram (EEG), Internet of Things, post-stroke
paralysis, secure communication, security and privacy, TMS.
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I. INTRODUCTION

STROKE is a major cause of full or partial paralysis
among people, especially, prevalent in developing coun-

tries. Thirty five percent of survivors have permanent disability
one year after a stroke [1] and all of them need care in a nurs-
ing home or other long-term assistance. Communicating ideas
and requests from the patient to the caregiver is a significant
challenge in these conditions. Communicating the feelings can
often be unclear and hard to understand, depending on how
a person describes or expresses them in words. It is more
challenging when the patient and the caregiver are far apart.
Exoskeletons have been proposed in recent years as a pos-
sible solution to this issue. Regaining the ability to walk
has been major focus of most of the exoskeleton systems.
Progressive, task-specific, and repetitive training based on the
principles of motor learning and neuroplasticity is carried
out with the help of exoskeletons. Wearable robots strapped
onto legs, and actuated motors are also used for rehabilitation
in many scenarios [2]. Numerous alternate brain–computer
interface (BCI) [3], [4] systems have also emerged for stroke
rehabilitation. Most of the proposed solutions are expensive,
sophisticated, put an additional burden on the patient, and also
do not ensure secure and efficient communication between the
patient and the caregiver [5].

Recently, the brain-to-brain interface systems [6]–[9] have
opened numerous possibilities in efficient post-stroke rehabil-
itation, including provision for direct communication of the
ideas and thoughts between the patient and the caregiver. This
technology involves the transmission of information from one
person’s brain to another using a wireless medium. The sig-
nificant advantage of this technology is that it is noninvasive
and does not have the complications of using bulky devices
like exoskeletons and comes with less cost. This technology is
still in its early stages and has numerous limitations and chal-
lenges. The recent research in post-stroke rehabilitation has
thus focused on developing efficient systems using the brain-
to-brain interface. Most of the existing brain-to-brain interface
systems work only with simulations and fail to deliver in
real-time environments. Another major limitation of current
systems is the lack of security in the transmitted message.
Whenever the information is transmitted through a wireless
medium or any public medium like the Internet, it is essential
to have a suitable security mechanism. Securing the sensitive
data transferred between the patient and the caregiver is vital
for regaining the confidence during the rehabilitation phase.
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Very few works have been done in this article direction, and
this article focuses on proposing an efficient solution to this
problem.

In the proposed system, the secrecy of information
transferred is attained using cryptography wherein the trans-
ferred file is scrambled into a nonreadable form by the sender.
The recipient on receiving the scrambled message from the
sender de-scrambles it into a readable form. The tiny encryp-
tion algorithm (TEA) [10]–[12], which is one of the most
widely used symmetric algorithms due to the ease of imple-
mentation and less memory utilization, is improved and used
in the system as the novel tiny symmetric algorithm (NTSA). It
enhances the security features of TEA by introducing more key
confusions [13]–[15]. The keys are altered dynamically, thus
making it secure from the intruders. Since the key is computed
dynamically, the key values change during execution time and
cannot be precomputed. This algorithm is then used in the
proposed system for the secure transmission of information
from the patient to the caregiver. As the computation happens
at the edge of the network, it eliminates the delay in trans-
mission and processing of the data that exists in systems with
centralized data processing centers. The contributions of this
article are as follows.

1) A simple, noninvasive, and efficient brain-to-brain
thought transfer system that helps to share the thoughts
between the patient and the caregiver with electroen-
cephalogram (EEG) headset at the transmitting end and
magnetic stimulation at the receiving end.

2) Edge computing powered secured transmission of mes-
sage between the patient and the caregiver using an
efficient and lightweight symmetric encryption algo-
rithm.

3) Real-time implementation with analysis of the results
obtained is provided.

The remainder of this article is organized into six sections.
Section II reviews the related work in brain-to-brain com-
munication. Section III describes the theoretical analysis of
the proposed system. Section IV provides the details of the
proposed system, its working, and discussion. Section V
presents the results obtained with experiments and proves
that the proposed method achieves secured data transmission
between the patient and the caregiver. Finally, Section VI
summarizes the findings and presents the conclusion and
future work.

II. RELATED WORKS

This section presents the discussion on few latest related
works in the brain-to-brain communication and BCI. The
usage of BCI facilitates a person to communicate without the
intervention of the brain’s normal output pathways of periph-
eral nerves and muscles. The EEG features are used to identify
the message or commands from the brain. The two methods
used in BCI are invasive and noninvasive BCI. The invasive
BCI uses implanted electrodes in brain tissue, and noninva-
sive uses EEG recordings obtained by placing electrodes at
various points on the scalp of a person. In [16], multiple

TABLE I
FREQUENTLY USED NOTATIONS

variations of using BCI in communication and motor con-
trol are discussed. Wolpaw et al. [17] conducted a survey
and identified that the BCI systems were efficient in pro-
viding communication and controls the options to those with
a disability. Mason and Birch [18] discussed a prototype of
an asynchronous switch known as LF-ASD. For people who
are paralyzed and have no voluntary muscle control, a BCI
might give the ability to answer simple questions quickly
and control the environment [19]. Zhang et al. [20] proposed
a brain interface system to control a rat implanted with micro-
electrodes. Maksimenko et al. [21] proposed a system for
distributing the cognitive load among all members of the group
toward achieving a common task. In [22]–[24], user authen-
tication and other security mechanism that can be introduced
in the transmission of signals from the brain to other devices
are discussed.

Most of the existing systems have minimal works only
with simulations and fail to deliver in real-time environments.
Another major limitation with most of the methods is the lack
of adequate security in the transmitted message. Also, the pri-
vacy of the information transmitted from the patient to the
caregiver is not provided. The proposed system is designed to
overcome all the above limitations. Using the concept of brain-
to-brain interface, edge computing, and a novel lightweight
symmetric encryption algorithm [13], [25], [26], secure trans-
mission of information from the patient’s brain to the caregiver
using wireless medium is achieved with EEG and TMS. The
Internet of Things module can be further integrated into the
system to transfer information securely to multiple receivers.

III. MATHEMATICAL ANALYSIS

In this section, the theoretical analysis of the transmitted
signal strength is presented and discussed. Table I presents
the summary of frequently used notations in this article.

Analysis of the thought transfer signal along with the range
estimation is presented in Fig. 1. The total transmitted signal
from TX is calculated from the above deployment scenario of
the proposed system. The total transmitted signal is the sum of
the signal that is directly transmitted and the part of the signal
that is reflected from the surface. Hence, the total transmitted
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Fig. 1. Signal analysis for thought transfer.

Fig. 2. Range analysis of thought processing.

signal energy is given by

εTotal = εB−D + ε′B−D. (1)

A reference signal strength of ε0 at a distance D0 is assumed
by the system, which is given by

εB−D = ε0D0

DTotal
e

j2πFc

(
t0−DB−D

C

)
(2)

ε′B−D =
−ε0D0

DTotal
e

j2πFc

(
t0−D′B−D

C

)

. (3)

Here, the negative sign in (3) is due to the phase inversion
of the signal. Substituting (2) and (3) into (1) gives

εTotal = ε0D0

DTotal
e

j2πFc

(
t0−DB−D

C

)
− ε0D0

DTotal
e

j2πFc

(
t0−D′B−D

C

)

(4)

εTotal = ε0D0

DTotal
e

j2πFc

(
t0−DB−D

C

)(
1− ej2πFc

�D
C

)
(5)

where �D = D′B−D−DB−D that gives the difference of the dis-
tance traveled by the reflected wave and the distance traveled
by the direct line-of-sight wave

εTotal = ε0D0

DTotal
e
−j2πFc

(
t0−DB−D

C

)(
1−ej2π �D

λ0

)
(6)

where (C/Fc) = λ0

εTotal = ε0D0

DTotal
e
−j2πFc

(
t0−DB−D

C

)
ej2π �D

2λ0

e−j2π �D
2λ0
−ej2π �D

2λ0
(7)

εTotal = − ε0D0

DTotal
e
−j2πFc

(
t0−DB−D

C

)
ej2π �D

2λ0
sin

(
2π

�D

2λ0

)
. (8)

The magnitude of the total signal strength is obtained as

|εTotal| = ε0D0

DTotal

∣∣∣∣sin

(
2π

�D

2λ0

)∣∣∣∣. (9)

Fig. 3. Range estimation using mirror image analysis.

Fig. 2 presents the range analysis of the thought processing
signal. The actual range of the line-of-sight signal is given by
DB−D which is obtained as

DB−D =
√

(LB−LD)2 + (DTotal)
2. (10)

Fig. 3 presents the range estimation of the signal using the
mirror image analysis. The reflected signal in the system is
given by

D′B−D =
√

(LB+LD)2 + (DTotal)
2. (11)

Using (11), the value of �D is estimated, where �D =
D′B−D − DB−D

�D =
√

(LB+LD)2 + (DTotal)
2 −

√
(LB−LD)2 + (DTotal)

2

(12)

�D = DTotal

⎧⎨
⎩

√
1+

(
LB + LD

DTotal

)2

−
√

1+
(

LB−LD

DTotal

)2
⎫⎬
⎭
(13)

where LB, LD << DTotal.
Approximating the �D value with respect to LB, LD, and

DTotal

�D ≈ DTotal

{(
1+ 1

2

(
LB + LD

DTotal

)2
)
−
(

1+ 1

2

(
LB − LD

DTotal

)2
)}

.

(14)

Reducing the above equation, we obtain

�D ≈ 2
LBLD

DTotal
. (15)

Substituting the value of �D in (9), the magnitude of the
total signal strength is obtained as

|εTotal| = 2ε0D0

DTotal
sin

(
2π

�D

2λ0

)
. (16)

Considering a very small value of sine, the magnitude of
the total signal strength is approximated as

|εTotal| ≈ 2ε0D0

DTotal
2π

�D

2λ0
(17)

|εTotal| ≈ 2ε0D0

DTotal

2π

2λ0

2LBLD

DTotal
. (18)

Finally, the approximated total strength of the thought
processes signal is obtained as

|εTotal| ≈ 4π
ε0D0

λ0(DTotal)
2

LBLD. (19)
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Fig. 4. System architecture.

The correctness factor introduced in the signal is discussed
below. The 50th percentile loss in dB is given by

μ50(dB) = μF + βLU − γ (LB)− γ (LD)− μenv. (20)

Here, μF is the propagation loss in the environment, βLU

is the incident and reflection loss of the transmitted signal,
γ (LB) is the TX side gain factor, γ (LD) is the RX side gain
factor, and μenv is the environmental gain factor.

IV. PROPOSED SYSTEM

This article aims to securely transfer the thoughts between
the paralyzed patient and the caregiver with the help of EEG
headsets. The idea is to share the thoughts with EEG headset
at the transmitting end and use magnetic stimulation at the
receiving end. The EEG recordings from the brain are taken
by placing a cap of electrodes on a person’s scalp, using a
10–20 placement scheme. The electrical stimulation from the
brain’s cortex region is then recorded and transmitted wire-
lessly through the cloud. At the receiving end, the machine
converts the message into the equivalent electrical signal. This
electrical signal produces equivalent magnetic stimulation in
the form of TMS and the receiver interprets the information
based on the flashes he/she sees. Fig. 4 shows the detailed
block diagram of the proposed system.

A. At the Sender Side

Sender wears the EEG headset which is shown in Fig. 5.
Then, using the 10–20 probe placement scheme on the per-
son’s scalp, the electric impulses at the neural synapses from
the brain cortex region is fetched and recorded. Fig. 5 shows
the EEG headset to which EEG electrodes are attached and
also the placement of electrodes on the brain. This EEG

Fig. 5. (a) EEG headset. (b) Electrode placement on the brain [23].

Fig. 6. Electromagnetic coil.

recording obtained is feeble, and hence amplified using the
high-gain instrumentation amplifier. The noise in the signal
is mitigated by passing the signal through a low-pass filter.
The resulting analog signal is digitized using the analog-to-
digital convertor (ADC). This digitized signal is converted to
text and can be securely sent through the public medium using
the proposed NTSA encryption algorithm.

B. At the Receiver Side

The ciphertext transmitted by the sender reaches the receiver
through the wireless medium. On reception of the ciphertext,
it is decrypted using the NTSA decryption algorithm and the
text file is obtained. The text file is converted into binary
which is compared with the prestored commands. If it matches
with the prestored commands, the TMS circuit is triggered
correspondingly to generate the TMS flashes which will be
interpreted by the receiver. The TMS circuit is designed with
an external source of 230-V ac signal and is step down to 24-
V ac signal using the step-down transformer and is passed to
the coil via Triac switch. The 12-V step-down transformer is
used to trigger the timer circuit. The Traic is used as a high-
power switching device and is controlled by the binary value.
Depending on 0s and 1s, TMS creates flash (binary 1 for vibra-
tion with flash and binary 0 for no vibration and flash). The
helmet at the receiver side has two coils inside it and each
coil has 30 000 turns. One coil is used to control the activity
of left part of the brain and the other to control the right part
of the brain. Based on the excitation signal from the coil, the
brain gets stimulated to create a flash or equivalent vibration.
Fig. 6 shows the electromagnetic coil with the circuit.
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Algorithm 1 Encryption
1: procedure E(n)cryption (plaintext[64], key[128], Ø)
2: // Initialize subkeys ski and plaintexts Pi
3: sk0 ← key[i : i+32]
4: sk1 ← key[i+33 : i+64]
5: sk2 ← key[i+65 : i+96]
6: sk3 ← key[i+97 : i+128]
7: C0 ← plaintext[i : i+32]
8: C1 ← plaintext[i+33 : i+64]
9: ksc ← (2∧31) / Ø

10: kc ← 0
11: // The loop generates cipher text C0 and C1 and the keys sk1

and sk3
12: for cycle ← 0 to 32 do
13: kc ← kc + ksc
14: C0 ← C0 + ((C1<<4 � sk0) ⊕ (C1 � kc) ⊕

((C1>>5) � sk1))
15: sk1 ← sk1 + (sk0 ⊕ (xtract(C0)))
16: C1 ← C1 + ((C0<<4 � sk2) ⊕ (C0 � kc) ⊕ ((C0

>>5) � sk3))
17: sk3 ← sk3 + (sk2 ⊕ (xtract(C1)))
18: end for
19: newk1 ← sk1
20: newk3 ← sk3
21: end procedure
// Details of key confusion xtract function
1: procedure xtract(a)
2: while i = |a| do
3: if a[i] = 32 then
4: a[i] ← a[i] mod 32
5: end if
6: i ← i + 1
7: end while
8: return a

C. Novel Tiny Symmetric-Key Algorithm

The proposed NTSA is a symmetric cryptographic algo-
rithm that follows the Feistel structure, having 64 rounds and
32 cycles, each cycle comprising of an odd and even round.
The pseudocode for encryption and decryption is presented in
Algorithms 1 and 2, respectively, and Fig. 7 presents the illus-
tration of the encryption process. During encryption, in steps
1–8, the plain text with 64 bits is divided into two halves of
32 bit each and the key 128 bits is divided into four subkeys
sk0, sk1, sk2, and sk3 of 32 bit each. Subkey sk1 is applied to
odd round and subkey sk3 is applied to even round. Different
multiples of magic constant are used for each round. The value
of magic constant is chosen to be floor (231/Ø), where Ø is
the golden ratio. In steps 12–18, a loop generates ciphertext
C0 and C1 and the keys sk1 and sk3.

An xtract function is used to generate additional key
confusions in encryption. The xtract function given above
(lines 1–8) returns the array indices value between 0 and
31. The value from the array is then selected dynamically
to recompute the subkey values, thus making the algorithm
secure. The decryption algorithm has the same initialization
procedure and preliminary steps as in encryption which is
depicted in lines 1–12. In lines 13–19, the loop generates the
plain text P0 and P1 and keys sk1 and sk3.

D. Security and Privacy Enabled at the Edge

The transmitted EEG signal is amplified and digitized, and
encrypted at the edge using the NTSA algorithm. Instead
of recording and processing the data with centralized cloud

Algorithm 2 Decryption
1: procedure D(e)cryption (C0, C1, key[128], newk1, newk3, Ø)
2: // Initialize
3: sk0 ← key[i : i+32]
4: sk1 ← key[i+33 : i+64]
5: sk2 ← key[i+65 : i+96]
6: sk3 ← key[i+97 : i+128]
7: ksc ← (2∧31) / Ø
8: kc ← 0xC6EF3720
9: sk1 ← newk1

10: sk3 ← newk3
11: P0 ← C0
12: P1 ← C1
13: for cycle ← 0 to 32 do // The loop generates plaintext P0

and P1
14: sk3 ← sk3 − (sk2 ⊕ (xtract(P1)))
15: P1 ← P1 − ((P0 << 4) � sk2) ⊕ (P0 � kc) ⊕ ((P0

>> 5) � sk3))
16: sk1 ← sk1 − (sk0 ⊕ (xtract(P0)))
17: P0 ← P0 − ((P1<<4) � sk0) ⊕ (P1 � kc) ⊕ ((P1>>

5) � sk1))
18: kc ← kc − ksc
19: end for
20: end procedure

centers, the proposed system encrypts and decrypts the EEG
signals at the edge of the network. Only encrypted data is
available in the network and without the key, decryption is
not possible. Hence, the security of information is ensured at
the edge of the network.

V. RESULTS AND DISCUSSION

The sender is hooked up to an electroencephalography
machine, to examine the brain signals, while the receiver has
a TMS coil, attached to the side of the head to control the right
side of the body. The sender watches an on-screen keyboard
and urges to press a key using the right hand. The machine
transmits this information securely as an encrypted file through
the wireless medium. The wireless reception transfers it to the
TMS, which prompts the distant located receiver’s brain to do
the same action of the sender.

A. Sender Side

The EEG signal extraction and transmission by the sender
are depicted in Fig. 8. The unit comprises: 1) EEG sig-
nal extraction headset; 2) EEG signal processing unit; and
3) signal encryption and wireless transmission unit.

B. Sender Side

The EEG signal extraction and transmission by the sender is
depicted in Fig. 8. The unit comprises: 1) EEG signal extrac-
tion headset; 2) EEG signal processing unit; and 3) signal
encryption and wireless transmission unit.

C. EEG Signal Extraction Headset

The EEG headset is worn by the sender. The sender chooses
a specific key of the onscreen keyboard by concentrating
his/her thoughts on it. The electrodes on contact with the scalp
extract these EEG signals from the brain. This EEG signal is
passed to the EEG signal processing unit.
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Fig. 7. Encryption in the NTSA algorithm [13].

Fig. 8. Signal extraction and transmission unit.

D. EEG Signal Processing and Wireless Transmission Unit

Here, the EEG signals undergo high gain amplification and
noise filtering for further processing. The analog signals are
then converted to digitized format using the ADC. This digital
data is then converted to text which is encrypted using the
NTSA algorithm. The obtained ciphertext is then sent to the
receiver through the Internet using the wireless transmission
unit.

E. Receiver Side

Fig. 9 shows the ciphertext reception and decoding at
the receiver side. This unit comprises: 1) wireless reception
and decryption unit; 2) brain excitation control system; and
3) brain excitation headset.

Fig. 9. Signal reception and end user.

Fig. 10. End user interface.

F. Wireless Reception and Decryption and Signal
Processing Unit

On reception of the ciphertext by the wireless receiver unit,
decoding is performed using the NTSA decryption algorithm
to get the text message which is then digitized. This digi-
tized code is compared with the prestored commands stored
in the data library. If there is a match, then the corresponding
command is passed to the brain excitation control system.

G. Brain Excitation Control System

The exciter circuit (TMS) will generate the signal corre-
sponding to the command passed. This signal will reach the
receiver who will be wearing the helmet connected to TMS.
The excitation impulses prompt the receiver (end user) to
press the specific key on the customized keyboard (shown in
Fig. 10) that was chosen by the sender.

H. EEG Signal Extraction and Reception

The brain pattern generated by concentrating on the virtual
keyboard for letter “A” and the stimulated pattern of the trans-
mitted character A received at the receiver end is shown in
Fig. 8. It is observed that the pattern transmitted at the sender
side and the pattern received at the receiver end are the same.
Similarly, brain pattern generated for single character B, com-
bination of characters AN, combination of numbers 12 are
depicted in Figs. 11–13, respectively.
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Fig. 11. Brain pattern transmitted and received for character A.

Fig. 12. Brain pattern transmitted and received for character AN.

Fig. 13. Brain pattern transmitted and received for number 12.

I. NTSA Avalanche Effect

Additionally, the strength of the proposed encryption algo-
rithm is evaluated using the concept of the avalanche effect.
It is one of the desired properties of a block cipher algorithm,
in that a very small change in the input creates a significant
change in the output. The NTSA and TEA encryption algo-
rithms were executed with varying key sizes of 48, 64, and
128 bits as one input and same plaintext as another input.
The same experiment is repeated with the same key but by
changing only one bit of it. The observation made was that
for every 64-bit block, one-bit change in key produces a sig-
nificant change on the ciphertext for NTSA when compared to
TEA. Fig. 14 shows for every 64-bit block a change in one-bit
of key with various key sizes and the corresponding change
in ciphertext for NTSA and TEA.

The same experiment is repeated, but now one-bit change
is made on the plaintext. The observations made are:
NTSA shows drastic changes in the ciphertext than the
TEA algorithm. Fig. 15 shows that for every 64-bit block

Fig. 14. One-bit change in key and the corresponding change in ciphertext
for 64-bit block.

Fig. 15. One-bit change in plaintext and the corresponding change in
ciphertext for 64-bit block.

Fig. 16. Effective EEG extraction from test users.

a change in one bit of key with various key sizes and
corresponding change in the ciphertext for NTSA and TEA.

J. Effective Concentration Percentage

The proposed system was tested on ten users and their effec-
tive concentration percentages were obtained. The results are
presented in the graph as shown in Fig. 16. The result shows
that the average effective concentration percentage is 78.9%
which is really significant and higher value compared to most
of the existing methods.

VI. CONCLUSION

This article analyzed the possibilities of brain-to-brain com-
munication and highlighted the limitations with the existing
systems. The proposed system enabled secure transmission of
information from the patient’s brain to the caregiver using the
wireless medium with EEG and TMS and a novel lightweight
symmetric encryption algorithm, NTSA. This easy to use and
secure system will be of great assistance to the paralyzed in
the rehabilitation phase and will enable efficient and easy com-
munication from the patient to the caregiver with less cost and
without the help of any complex devices. In the future, the size
of the system could be reduced so that it can be much more
easily handled by the patients. Furthermore, the possibilities
of using deep learning strategies to make the system efficient
could be studied.
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A B S T R A C T   

Potential of Ferric Hydroxide[Fe(OH)3] flocs to be used as a media for the adsorptive removal of Fe(II) in water 
was explored in detail. It was found that this removal mechanism created new adsorption sites as the adsorption 
process continued. Batch experiment studies were conducted to determine the effect of contact time, adsorbent 
dosage, pH and competitive ions on the removal mechanism. Contact time and adsorbent dosage emerged as the 
dominating factors in the adsorption process, and the adsorption occurred effectively in the pH range 6.5–7. The 
Fe(II) adsorption was slightly hindered by calcium and manganese ions present in the groundwater, while the 
effects of other competitive ions such as sulphate, chloride and fluoride on the adsorptive removal mechanism 
were less pronounced. The kinetic process of the Fe(II) adsorption on Fe(OH)3 was indicated to be a pseudo 
second order reaction that relied on the assumption of chemisorption as the rate limiting step. Based on the 
kinetic study, a new batch mode adsorption unit was recommended for domestic and industrial applications.   

1. Introduction 

Groundwater is the major source of drinking water in most parts of 
the world. In India, 50% of urban water requirement and 85% of rural 
domestic water requirement are met by ground water use (World Bank, 
2010). Groundwater is considered as the primary source of drinking 
water because of its convenient availability, naturally good quality and 
its relatively low capital cost. However, it is also vulnerable to all sorts of 
contaminations due to natural causes or various anthropogenic activities 
such as agricultural, domestic and industrial (Sharma, 2001). One of the 
major concerns regarding the contamination of groundwater is the 
precipitation and accumulation of heavy metals. Natural sources of 
heavy metals may include weathering and erosion of bed rocks and ore 
deposits (Chakraborti et al., 2010). Due to the rich availability of laterite 
soil, iron content in Indian states such as Kerala is high (DMG, 2016). 
When leaching occurs, the iron enters the aquifer affecting the water 
quality of the aquifer. As per the Central Groundwater Board status, 
about 13 districts of Kerala have iron content in the aquifers at a con
centration exceeding the permissible limit of 1.0 mg/l (CPCB, 2007a, b). 
The presence of iron results in a reddish colour and undesirable odour 
(Kulkarni, 2016). Fe(II) is colourless in the dissolved form, but in contact 
with air it is converted into the insoluble Fe(III) form, precipitates of 

which cause the reddish colour, metallic taste and unpleasant odour of 
the water. This impairs the organo-leptix properties of water and may 
promote the growth of certain types of chlorine–tolerant microorgan
isms (Vidovic et al., 2014). A dose of 1500 mg/l iron can damage blood 
tissues in children while among adults, it can cause digestive disorders, 
skin diseases and dental problems (Khurana and Sen, 2008). As per the 
drinking water standards in India, desirable limit of iron is 0.3 mg/l (IS 
10500:2012). High levels of iron make large volumes of water unavai
lable for drinking, and water scarcity ensues. 

In ground water, iron exists mainly as Fe(II) due to lack of oxygen 
(Redman et al., 2002; Buschmann et al., 2006; Palmer et al., 2006; 
Benner and Fendorf, 2010). The water solubility of Fe(II) make its 
removal from groundwater a key concern for most water supply com
panies who use groundwater as their source. Researchers have attemp
ted to develop advanced technologies for the treatment of water, more 
effective and economic than the prevailing ones (Sheng et al., 2017; 
Sharma et al., 2005; Tekerlekopoulou et al., 2006, 2013). Though many 
technologies currently exist, they are either expensive to maintain or 
require high energy for their operation, thereby reducing their afford
ability for low income households (Chaturvedi and Dave, 2012). 
Adsorptive filtration has been considered a promising alternative to 
different conventional iron removal mechanisms (Sharma et al., 2001). 
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ABSTRACT

Intelligent Transportation System (ITS) is gaining attention but at the same time,

road accidents, congestion, delays, etc. have also increased. Relative information

about such events is vital. Such information can be presented in legal processes as

digital proof. Availability of the information is not a problem as multidimensional

data have been recorded all the time by ITS. Recording all the information in ITS

arises the problem of fetching relevant information and removing other facts and

figure that are not required to describe certain situations such as an accident. To

address this issue, we analyze road accident data and reduce various dimensions
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with Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA) and

Non-negative Matrix Factorization (NMF). We conduct comparative analysis with

three datasets where error rate for PCA is 32% with Dataset1. Likewise, error rate

for LDA and NMF are 36% and 35%, receptively. While keeping in mind that such

reduced data is helpful in many legal processes, we introduce Blockchain in the

framework. Blockchain can make data immutable thus can be considered as digital

proof. Blockchain also requires a smart contract in this situation between insurance

companies to collect data in case of any uncertain situation. Such analysis can offer

a different point of views and trends in data. Information can be more explainable

to define the situation and helps to develop a friendly environment for day-to-day

customers. The proposed framework provides dimensionality reduction of data that

eventually reduce the data dimension to store in Blockchain.
 KEYWORDS: Accident analysis Blockchain ITS Principal component analysis

Smart transportation system Traffic surveillance
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Abstract
Android is a popular open-source operating system highly susceptible to malware attacks. Researchers have developed

machine learning models, learned from attributes extracted using static/dynamic approaches to identify malicious appli-

cations. However, such models suffer from low detection accuracy, due to the presence of noisy attributes, extracted from

conventional feature selection algorithms. Hence, in this paper, a new feature selection mechanism known as selection of

relevant attributes for improving locally extracted features using classical feature selectors (SAILS), is proposed. SAILS,

targets on discovering prominent system calls from applications, and is built on the top of conventional feature selection

methods, such as mutual information, distinguishing feature selector and Galavotti–Sebastiani–Simi. These classical

attribute selection methods are used as local feature selectors. Besides, a novel global feature selection method known as,

weighted feature selection is proposed. Comprehensive analysis of the proposed feature selectors, is conducted with the

traditional methods. SAILS results in improved values for evaluation metrics, compared to the conventional feature

selection algorithms for distinct machine learning models, developed using Logistic Regression, CART, Random Forest,

XGBoost and Deep Neural Networks. Our evaluations observe accuracies ranging between 95 and 99% for dropout rate

and learning rate in the range 0.1–0.8 and 0.001–0.2, respectively. Finally, the security evaluation of malware classifiers on

adversarial examples are thoroughly investigated. A decline in accuracy with adversarial examples is observed. Also,

SAILS recall rate of classifier subjected to such examples estimate in the range of 24.79–92.2%. However, prior to the

attack, the true positive rate obtained by the classifier is reported between 95.2 and 99.79%. The results suggest that the

hackers can bypass detection, by discovering the classifier blind spots, on augmenting a small number of legitimate

attributes.

Keywords Android malware � Machine learning (ML) � Deep learning (DL) � Feature selection � Adversarial machine

learning (AML) � Attacks
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1 Introduction

The number of Android users has exponentially increased

over the past decade, and this has opened the doors for the

attackers to innovate methods, to compromise devices

through vulnerable Android applications. The rise in the

number of malware variants, constraint the anti-virus

vendors in the signature update process, thereby adversely

affecting the security of smartphones and tablets. Accord-

ing to Symantec’s Internet Security Threat Report 2018,

there was an increase of 54% Android malware variants

with the figures reported in 2017 [9]. Symantec’s report

also mentions that third-party app stores hosted 99.9% of

malicious apps. Kaspersky Lab products detected

5,321,142 malicious installation packages, 151,359 new

mobile banking Trojans and 60,176 new mobile ran-

somware Trojans for the year 2018 [22].

Conventional mechanisms of Android malware analysis

are based on three approaches which are static, dynamic

and hybrid analysis. The static analysis incorporates sig-

nature-based, permission-based, and component-based

investigation. Dynamic analysis involves the execution of

the application in real-time and observing the behaviour of

the application. The hybrid analysis consists of combining

static and dynamic features [24]. In literature, several

researchers have developed machine learning (ML) tech-

niques [17–19] to resolve the problems of Android mal-

ware attacks. Previous works have focused on evasion

attacks, which results in misclassification of the sam-

ple [6]. Zhou and Jiang [37] have worked on detecting

Android malware by AV vendors. DroidAPIMiner [1]

performs extraction of API call frequency from android

applications and performs malware detection using super-

vised learning algorithms.

Contributions Static analysis alone cannot be used to

identify malware applications as malware hide payload in

the encrypted form, installed on execution. To cope with

this problem, it is essential to develop methods based on

dynamic analysis. Hence, some questions arises: Is it

possible to adopt strategies employing dynamics analysis

to detect Android malware using different features? How

can the proposed dynamic method be guaranteed, to swiftly

update itself to dynamically changing real-time Android

samples (applications)? The main aim of the paper is to

respond to these queries by devising a new feature selec-

tion method, and evaluate the robustness of the classifier

against adversarial attacks. Hence, a novel system call

analysis is proposed to detect Android malware at run time.

In this way, a new feature selection method called SAILS is

proposed, which improves the performance of classifiers

over the conventional feature selection methods. The

classical identified by us in this paper are mutual

information (MI), Galavotti–Sebastiani–Simi (GSS) and

Distinguishing Feature Selector (DFS), to extract relevant

attributes representative of the target class. Experiments

are conducted on benchmark dataset consisting of 2474

Drebin malware and 2475 benign apps. In summary, the

main contributions of our work are listed as follows:

– A new feature selection mechanism known as Selection

of relevant Attributes for Improving Locally extracted

features using classical feature Selectors (SAILS) is

proposed.

– An extensive analysis of ML and deep learning (DL)

algorithms under diverse classifier parameters is

conducted.

– One of the key observation is that XGBoost has a

higher prediction capability in comparison to other

classification algorithms.

– The performance of the classification algorithms when

subjected to adversarial examples is performed. It is

experimentally verified that classifiers are mislead even

to small modification in attributes introduced by

augmenting malware samples with few prominent

benign features.

The rest of the paper is organised as follows. In Sect. 2, the

related works proposed in the field of Android malware

detection. Section 3 presents the methodology. The attack

model is presented in Sect. 4. The experiments, results, and

its analysis has been discussed in Sect. 5. Finally Sect. 6

discusses about the conclusion and future work.

2 Related work

Several anti-malware techniques have been introduced to

detect malware on Android devices. These techniques can

be broadly classified as static and dynamic analysis. In

static analysis, malicious behaviour is analyzed by scan-

ning the source code of the application, instead of exe-

cuting an application/program. The source code of the

program is investigated to identify the trigger of malicious

event. On disassembling the apps, different features such as

permissions, hardware components, intents, broadcast

receivers, data flow, APIs, control flow, etc. can be derived.

Dynamic analysis is performed during run time. Here, the

malware scanners monitor the response generated by the

operating system, on the execution of the program. Com-

monly used features include network connections, system

calls, etc. To bridge the gap between static and dynamic

analysis, hybrid anti-malware techniques were also devel-

oped to improve the performance of malware detector. In

the following subsections, the background is categorized

into static methods presented in Sect. 2.1, solutions based

2790 Cluster Computing (2020) 23:2789–2808
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on dynamic malware analysis approach presented in

Sect. 2.2, and hybrid techniques presented in Sect. 2.3.

2.1 Static feature based approaches

The authors in [11] propose a method to evaluate the

security of machine learning-based android malware

detector. Classifiers were trained using API calls extracted

from the smali files. To explore the security of the classi-

fier, the authors considered evasion attacks on diverse

threat models. They propose a robust secure-learning

paradigm that can be applied to other security tasks like

fraud detection. The goal of the research work was to

improve the robustness of online malware scanners against

adversarial examples created at test time.

Another group of authors in [14] designed a method that

worked in discrete and binary input domains. For malware

detection, they train the neural network on the Drebin

dataset and achieve classification performance against

similar works in literature. They use an AML algorithm to

mislead the ML model to about 63% of all malware sam-

ples in the Drebin dataset.

2.2 Dynamic feature selection methods

Bhandari et al. [5] proposed a malware detection tool

capable of handling code injection during runtime. This

approach binds semantics of the program and a classifica-

tion engine. A sequence of system calls demonstrates the

semantics of the app. To capture the actual behaviour of the

apps, the order of the system calls were conserved. They

apply Markov property on the acquired system call traces

and construct a sequential system call graph (SSG). The

authors compute all the acyclic paths by considering the

first, and the last system calls as the start and end node in

SSG. They develop feature vectors from the typical sets by

applying asymptotic equipartition property on each path.

After that, they perform statistical analysis by finding the

average logarithmic branching factor of each path to train

the model. Further, they use the histogram binning tech-

nique to form the feature vector table and train them using

supervised learning algorithms. They conduct experiments

on dataset containing 2000 applications (1000 Benign and

1000 malware apps). Benign apps were collected from the

Google play store, and malware apps belonged to 119

different families. The proposed system obtains a detection

accuracy of 94.2%.

The authors in [12] have designed a two-step learning

strategy named KuafuDet, that used adversarial detection to

learn malware patterns. It is composed of an offline train-

ing step that could select and extract features from the

samples and further use this model to compromise the

online tool. An automated camouflage detector is used to

filter the false negatives and feed them back into the

training phase. KuafuDet reduces false negatives and

improves detection accuracy by 15%. This method was

tested on more than 250,000 mobile applications to

demonstrate the scalability of KuafuDet.

Additionally, in another work, the authors [35] propose

a method that transforms the packed malware variant

detection problem, to a system calls classification problem.

They generated a sequence of sensitive system calls and

further applied principal component analysis to extract

relevant attributes. Then, multi-layer neural networks were

utilized to classify benign and malicious applications. The

proposed system was reported to achieve a detection

accuracy of 95.6%.

The authors in [8] used strace tool to extract the system

calls. Each invocation of system calls was mapped to a

frequency-based feature vector. Experiments were per-

formed on self-made 60 apps, and the proposed work

reported accuracy between 85 and 100%. Later authors,

in [2] proposed an ML-based dynamic malware detection

method. They extracted API calls and system call traces. In

particular, 74 API functions and 90 system calls were

considered as features. For classification, Random Forest

classifier was utilized. Experiments were conducted on the

dataset comprising of 7520 apps, of 3780 samples were

used for training and remaining (3740 application) were

considered in the testing phase. The study demonstrated an

accuracy of 96.66%.

The authors in [10] introduced an ML approach that

helped in increasing the user effectiveness in handling

system data to improve security and privacy. The proposed

approach was evaluated on different ML algorithms

deployed on real-world systems, and it showed better

efficiency. Suciu et al. [29] developed a Fail Attacker

Model. The model effectiveness was evaluated on adver-

saries having limited capabilities. A poisoning attack was

subjected on different ML algorithms. Consequently, the

fail model exhibited better resilience on generalized

transferability.

2.3 Hybrid feature selection methods

The authors in [25] propose a novel malware detection

method called HADM—hybrid analysis for detection of

malware. The set of features were represented as vectors

fed to Deep Neural Network (DNN) with different kernels.

To apply graph kernels onto the graph sets, they converted

dynamic information into graph-based representations.

Further, output from various vector were combined with

graph feature sets using hierarchical multiple kernel

learning (MKL), to build a final hybrid classifier. The

authors in [4] propose a three-level hybrid model called

SAMADroid for Android malware detection. By
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combining the benefits of three levels, SAMADroid pro-

vides more detection accuracy on static and dynamic

analysis, deployed on local and remote host. For static

analysis, attributes from the manifest files and the dex code

files were considered. For dynamic analysis, they generate

system call logs based on the local inputs and send it to the

remote server. Remote servers analyze the extracted static

features and the logs. Finally, ML algorithms are used to

classify malware and benign apps. They present that the

SAMADroid can provide detection accuracy of 82.76%

with Random Forest (RF). Also, the authors in [30]

designed a novel hybrid approach and utilized the NetLink

technology to generate patterns of system calls related to

file and network access. They compare the pattern of

malware and benign apps, to build a malicious pattern set.

They aim to collect system calls and in offline compares

both the malicious and normal pattern sets to identify the

unknown app.

Besides, the paper [15] explains a hybrid method called

MalDAE that combines the dynamic and static API

sequences into one hybrid sequence based on semantics

mapping. MalDAE experiments show that the system

achieved accuracy in the range of 94.39% and 97.89%.

Also, MalDAE provides an overall idea about the common

types of malware and predictive support for understanding

and resisting malware. Another novel hybrid method

is [32] which consists of deep Autoencoder (DAE) and

convolutional neural network (CNN). They reconstruct

high-dimensional features of Android applications and use

multiple CNN to detect Android malware. To increase

sparseness, nonlinear activation function Relu was utilized

to prevent overfitting in the serial CNN architecture CNN-

S. To increase the capability of feature extraction, they

bound the convolutional layer and pooling layer with the

full-connection layer. Later, deep Autoencoder as a pre-

training method of CNN was employed to reduce the

training time. They tested their hybrid approach on 10,000

legitimate and 13,000 malicious apps. This resulted in 5%

increase in the accuracy compared with SVM. Further,

training time using the DAE-CNN model reduces by 83%

compared with the CNN-S model. A hybrid scheme de-

signed by Zhenlong Yuan et al. [34] aims to introduce an

online deep-learning-based malware detection method

called DroidDetector. DroidDetector performs prediction

on thousands of Android apps and also thoroughly perform

an in-depth study of the features and declares an accuracy

of 96.76%.

3 Methodology

In this section, our proposed system is presented. Figure 1

describes the architecture and the working of our system. A

clear description of the steps involved in the identification

and evaluation of malware samples, is discussed in the

subsequent sections.

3.1 Data collection

The data collection phase involves the collection of two

types of Android applications, malware applications as

well as trusted applications. A total of 4949 samples

comprising of 2475 benign and 2474 Drebin applica-

tions [3, 23] were downloaded. In particular, legitimate

application were considered from diverse app categories.

Categories comprised of lifestyle, education, medical,

comics, etc. from 9Apps site [38]. All these apps were

scanned using VirusTotal [31], which is a web service that

examines files or URLs to check whether they are mali-

cious or not. Finally, samples labelled as benign were

included for carrying out experiments.

3.2 Feature extraction

A system call sequence presents how an application

requests a service from the kernel of the operating system.

System calls generated during the execution of an appli-

cation, are used as features to identify samples as malware

or benign. The intention of using system calls is to deduce

the behaviour of the application and to understand its

interaction with the Android operating system. System

calls have been logged using strace utility. Further, to

mimic human interactions, Android Monkey Runner [20],

a utility in sdk is periodically accessed. Specifically,

Android Monkey was configured to direct 200 random UI

events in a minute. Some events generated are: (i) recep-

tion of SMS (ii) answer and make call, (iii) change

geolocation, (iv) swipes and (v) update the battery charge

status These set of events were selected as it generalizes the

operations performed on the smartphones. To collect the

call traces, the following procedures were adopted:

1. Install the app (using ADB install command)

2. Extract the package name and class of the application

3. Gets the process id (PID) corresponding to each

application

4. Invoke strace command, and at each timestamp log

system calls

5. Start Monkey command with application package

name as the parameter

6. Suspend the application for ten seconds

7. Kill the app
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8. Uninstall the app (using ADB uninstall command)

9. Delete app from device, finally reset the emulator clean state

Alternatively, in-order to extract system calls a human

expert well versed in Android programming also interacted

with the installed applications. In the feature extraction

phase, initially, an emulator or an Android virtual device is

created by specifying the basic configuration details such

as device name, memory size, OS version, storage area,

skins, screen resolution etc. Subsequently the .apk file, is

installed into the emulator using the command: adb -s

emulator-id install sample_app.apk.

Likewise, all other applications on the emulator are

installed, and the system calls (strace -p process_id

-o output_path) are recorded. Simultaneously, the

Android monkey continously interacts with the app dur-

ing (adb shell monkey -p pkg_name -v 200). Once

the specified events are completed, the process stops, and

finally, the emulator is restored back into its clean state.

3.3 N-gram generation

In this part of the paper, the process of generation ofN-grams is

discussed.N-gram is a sequence ofn items from a given sample.

In N-gram model, the occurrence of an item is predicted based

on the occurrence of its previous n� 1 items. They are used to

store the context of the words and can be used to make the next

word predictions. N-gram for any range usually perform the

best, and is shown to be applied in the domain of malware

detection [27]. Since N-grams overlap, they not only capture

the statistics about substrings of length but also implicitly

capture frequencies of longer substrings as well.

Experiments on unigrams, bigrams, and trigrams are

performed. Consider for an example a set of extracted

features and the corresponding unigrams, bigrams, and

trigrams generated:

(i) Features: read prctl openat epoll_ct

socketpair recvform

(ii) Unigram: read, prctl, openat,

epoll_ct, socketpair, recvform

(iii) Bigram: read:prctl, prctl:openat,

openat:epoll_ct,

epoll_ct:socketpair,

socketpair:recvform

(iv) Trigram: read:prctl:openat,

prctl:openat:epoll_ct,

openat:epoll_ct:socketpair,

epoll_ct:socketpair:recvfrom

Once the features are obtained, the corresponding bigrams

and trigrams are generated, and analysis is performed on all

N-grams to investigate the effect of N-gram size on clas-

sification accuracy.

3.4 Feature selection

Feature selection is one of the most crucial phase of ML,

which has a huge impact on the classification model gen-

erated. Irrelevant and redundant features must be removed

or else they may negatively impact the classification.

Irrelevant are variables/attributes which have less correla-

tion with a class, and redundant features have correlation

with one or more attributes in the feature space. Thus,

feature selection allows us to filter out attributes so that

only the important features which help in classification is

left out. Some of the conventional feature selection meth-

ods previously applied in the domain of malware detection

are MI [21], GSS [36] and DFS [33]. Mutual informa-

tion (MI) is a measure between two random variables

quantifying the amount of information obtained from one

random variable compared to the other random variable.

DFS method exploits the hypothesis that certain term

Fig. 1 The proposed architecture
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appearing in more number of documents are highly rele-

vant for categorization. GSS coefficient is a simplified

variant of the Chi-square statistics proposed by Galavotti

et al. In this approach, Chi-square is used to measure the

correlation between the attribute and class. Thus, if a

variable carries more information about a target class, such

attributes are known as a characteristic feature, also have a

high value. Thus, in summary, the benefits of performing

feature selection improve accuracy reduce overfitting, and

reduces training time. The following subsection highlights

the feature selection methods employed in our experiment.

3.4.1 SAILS: selection of relevant attributes for improving
locally extracted features using classical feature
selectors

We propose SAILS as a novel feature selection method.

The following steps outline the proposed feature selection

methods through a simple example.

Step 1 Set of malware and benign system calls are lis-

ted. Let Si denote a system call.

S1 S2 S3 S4

M bind munmap capget ioctl
B fcntl lseek writev prctl

Step 2 Feature selection algorithms such as MI, GSS and

DFS are used to give score for the samples.

Let FS ¼ ff1; f2; � � �; fn}

fi(aj)= Malware/Benign score

Step 3 System calls are sorted based on the malware and

benign scores.

S1 S2 S3 S4

M bind munmap capget ioctl
B fcntl lseek writev prctl

Sorted list containing system calls is arranged in

descending order of prominence.

M S2 S4 S3 S1

B S1 S4 S2 S3

Step 4 System calls are added to the new list

To do so, first, system calls from both malware and

benign list are taken. Then, a check is performed to identify

whether the system call already exists in the final list, if it is

not present, it is augmented to the final result.

M S2 S4 S3 S1

B S1 S4 S2 S3

S2 S1

Next, the second system call from both malware and

benign list is picked and their presence in the final list is

checked. Here S4 appears in both malware and benign list,

hence it is added once in the final list.

M S2 S4 S3 S1

B S1 S4 S2 S3

S2 S1 S4

Similarly, the third system call is chosen, i.e., S3 and S2.

Here, S2 is already present in the final list, hence only S3 is

added in the final list.

M S2 S4 S3 S1

B S1 S4 S2 S3

S2 S1 S4 S3

Here, both S1 and S3 are already present in the final list,

hence no need to add these two system calls again.

M S2 S4 S3 S1

B S1 S4 S2 S3

S2 S1 S4 S3

This method is built over the conventional feature

selection methods such as MI, GSS, and DFS. Initially, the

malware and benign score of the union of malware and

benign system calls are computed using the conventional

feature selection methods. Then the features are ranked in

the descending order of scores for the target classes. Once

two separate lists of system calls are obtained, the new list

of attributes based on SAILS are derived. For this purpose,

the alternate system calls are selected, one each from the

malware score ranked list and the other form the benign

score ranked list and these system calls, are added into the

new list provided, they are not the same and are not already

present in the list. If the two calls are similar, only one

instance of the feature is added to the list.

Algorithm 1 gives a brief description of the steps

involved in SAILS. The input to the algorithm is the list of

system calls, S ¼ fs1; s2; �; �; sNg; where m is the set of

malware system calls and b is the set of benign system calls

(line 1). In lines 2–3, call present in the applications are

sorted. Lists, u and v consist of system calls arranged in the

descending order of precedence of malware and benign

score, respectively. X is the set of system calls that forms

the final output. In the following steps, it is first checked

whether the current sorted malware system call from u is

present in X, if not, then, the presence of the benign system

call from v is checked in X. If absent, both malware and

benign system calls are added to X at positions j and jþ 1

respectively (lines 7-8). Similarly, if the benign system call

is already found in X then only the malware system call is

added (line 10). Alternatively, if the malware system call is

already present in X, then the presence of benign system

call is checked, if not present, only the benign call is added

2794 Cluster Computing (2020) 23:2789–2808

123



into X. Finally, if the benign system call from v is already

present in X then there is no need to add either the malware

(u) or the benign (v) system call into X. Finally, the list X is

returned as output, as shown in line number 20.

The implementation of SAILS was performed using

binary Max-Heap tree. Thus, two heap trees one for mal-

ware and another for benign system calls is obtained. Since

this tree is populated using identical (union) system calls

from both the dataset, hence it contains the same number of

system calls, but arranged in different fashion due to the

difference in local scores, corresponding to each system

call. In this way, the space complexity in worst case is

O(N), to be precise as the number of system calls are less

(approximately 393 in Linux Kernel 3.7), the space com-

plexity is also less. The time complexity to create Max-

Heap tree is Oðlog NÞ. Generally, both the trees contain

system call with maximum score at the root node. A system

call with maximum score is picked and appended to the list

X. During this course of action the system call with the

highest score is deleted from the tree and a heapify oper-

ation is performed. Thus, the time required to undertake

heapify operation in the worst case requires OðN logNÞ.
Therefore, in the worst case the total time to arrange the

system calls will need OðN logNÞ.

Algorithm 1 System calls extracted using SAILS

1: Procedure SAILS(S,m, b)
2: u ← sort(m)
3: v ← sort(b)
4: while i �= |S| do
5: if u[i] �∈ X then
6: if v[i] �∈ X then
7: X[j] ← u[i]
8: X[j + 1] ← v[i]
9: else
10: X[j] ← u[i]
11: end if
12: else
13: if v[i] �∈ X then
14: X[j] ← v[i]
15: else
16: //do nothing
17: end if
18: end if
19: end while
20: return X

3.4.2 Weighted feature selection (WFS)

Another method used in our experiment for feature selec-

tion is WFS. Here the weight of system calls are first

computed, and then ordered in descending order of the

corresponding malware and benign scores separately. The

prominent system calls are used to create the feature vector

matrix, which is further used to train the model and to

evaluate the performance of the generated model.

Algorithm 2 discusses the steps involved in feature

selection using WFS. The input to the algorithm is the set

of system calls, S, as shown in line number 1. From line

number 3 to 6, we compute the weight of system calls in

the malware set. In particular, the weight of system call is

computed as the product of the ratio of occurrences of

system calls in malwares to the total occurrence of system

calls in both training samples and the frequency of the calls

in malware files, to the total number of malware samples in

the training set. The time complexity for computing the

weight is O(1). Similarly, line number 8 to 10 depicts the

calculation of the weight of system calls for benign

examples. Finally, the average weight of system calls is

determined (refer to line 12). The steps 3–12 steps are

repeated until the weight corresponding to each call in set

S is ascertained.

Algorithm 2 System calls extracted using WFS

1: Procedure WFS(S)
2: S = {s1, s2, ·, ·, sN}; set of system calls.
3: while i �= |S| do
4: //Determine weight of system call in malware

set
5: T (Si,M) ← occ(Si,M)

occ(Si,M)+occ(Si,B)

6: U(Si,M) ← freq(Si,M)
|M|

7: wt(Si,M) ← T (Si,M) ∗ U(Si,M)
8: //Determine weight of system call in Benign

set
9: T (Si, B) ← occ(Si,B)

occ(Si,M)+occ(Si,B)

10: U(Si, B) ← freq(Si,B)
|B|

11: wt(Si, B) ← T (Si, B) ∗ U(Si, B)
12: avg(Si) ← wt(Si,M)+wt(Si,B)

2
13: end while
14: return avg(Si)

3.5 Feature vector table

The feature vector table is the collection of vectors con-

sisting of n rows and mþ 1 columns. Here, n represents the

number of applications in the dataset, and m is the number

of unique system calls invoked by both malware and

Fig. 2 Feature vector table
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benign APKs. An example of a feature vector table is

depicted in Fig. 2. The columns 1 to m denote the attributes

obtained after the feature selection phase. The last column

denotes the class label associated with each sample. Here,

the class label ‘1’ identifies malware samples, and ‘0’

denotes benign apps. Each row denotes a vector X with

dimension m that correspond to samples in the dataset.

Lastly, aij denotes the number of times jth system call was

invoked by ith sample.

3.6 Training and testing phases

Once the feature selection phase is concluded, the next step

is to train the model and predict new samples. Training

phase largely include construction of a feature occurrence

matrix, a data structure that record the frequency of attri-

butes obtained after the feature selection process. Eventu-

ally, the classification algorithm learns patterns

discriminant to the target classes. Later, the test samples

are supplied to a trained ML model. The learned model

assigns class labels to each apk in the test set. The per-

formance of the classifiers is evaluated using performance

metrics, such as accuracy, precision, recall, and F1-score.

Models are developed using Logistic Regression (LR),

Classification and Regression Tree, RF, XGBoost, and

DNNs.

Train-test split method is used in this work. Specifically,

60% samples are assigned to train set and the remaining

40% of the apks are included in the test set. The train-test

split method may sometimes result in the overfitted model.

3.7 Classifiers

Classification or predictive modelling is a method of

approximating a hypothesis function (f) which maps to

discrete output variables (y) for input observations (X). In

particular, classification is a supervised approach where a

program learns patterns from input examples and predict

the class for a new sample. Multiple ML classification

algorithms such as RF [7], Classification and Regression

Tree (CART) [26], LR [16] and XGBoost [13] were used

in our work. DNNs were also used to analyze the perfor-

mance and to compare the performance obtained with

machine learning algorithms.

3.7.1 Classification and regression tree (CART)

A decision tree is a non-parametric ML technique for

regression and classification problems. Given the input

observation, decision tree forms a hierarchical structure.

Each internal node corresponds to attribute and leaf node

corresponds to class labels. CART is a Gini index-based

method. Initially, all training samples are put in the root

node. Subsequently, the best partition is explored to min-

imize the Gini impurity. Noisy or impure attributes classify

a randomly selected sample into the wrong subset. Besides,

gini impurity equals zero if samples belong to one class.

The best discovered partition is further divided into parts,

each of which is subsequently seen as a new node. This

process is repeated until leaf nodes are obtained.

3.7.2 Random forest (RF)

Random Forest (RF) consists of a large number of decision

trees which can function as an ensemble. Each tree is

created from the set of a randomly selected subset of

training examples. The individual tree generates a class

prediction, further, the class that receives maximum votes

is the outcome of the entire classification process.

RF hyper-parameters are used to improve the model’s

predictive ability. Commonly used hyper-parameters

include a number of trees that the algorithm builds before

taking the maximum vote or considers the average pre-

diction. A higher number of trees generally increases per-

formance and makes predictions more stable, however,

suffers from speed. Alternatively, Random Forest can be

configured with another hyperparameter like split criterion,

min/max number of leaf nodes, the height of the tree etc.

3.7.3 Logistic regression (LR)

Logistic Regression is used when the target variable (i.e.,

dependent variable) is a categorical/binary response. A

sigmoid function is used as a logistic function which out-

puts real value for the corresponding input feature vector.

The obtained output value is subsequently converted to

binary based on the threshold, in particular, the output is

the estimated probability. Additionally, the coefficients

also help in predicting the importance of each input

variable.

3.7.4 XGBoost

XGBoost is a scalable and precise implementation of gra-

dient boosting, developed solely for improving model

performance and speed. Gradient Boosting is an ensemble

learner, it creates a final model based on a prediction

obtained from the collection of individual models. As the

predictive power of individual models is weak and sus-

ceptible to overfitting, hence ensembles of weak models

improve the overall result. Newly generated models can

predict error of prior models. XGBoost utilizes gradient

descent approach to reduce the error while combining the

models
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3.7.5 Deep neural network (DNN)

A DNN is a network contain multiple layers in between the

input and output layer. In DNN, nodes in each layer are

trained on a set of features of the previous output layer. As

the number of layers increases, the complexity of the net-

work increases, and it learns complex attributes. At higher

dimensions, traditional ML algorithms such as LR, KNN,

etc. exhibit poor performance, whereas in the case of neural

networks, as the size of the data increases, the performance

of the model increases. Additionally, hyperparameters like

drop out, and the learning rate may be altered to improve

the model performance.

Drop out is a regularization technique for neural net-

works, to avoid overfitting. It is an approach in which

randomly selected neurons are ignored during training.

Thus, in the forward pass, the contribution to the activation

of the neurons in subsequent layers are ignored, and any

updates in weights are also not applicable in the backward

phase. Dropout enables a model to learn more robust fea-

tures. Learning rate indicates the amount of change made

to the model during each step of the search process.

3.8 Evaluation of the classifiers

In this paper, evaluation metrics considered are accuracy

(see Eq. (1)), precision (see Eq. (2)), recall (or true posi-

tive rate) (see Eq. (3)) and F1-score (see Eq. (4)) to iden-

tify the classifier performance. True negative (a), is the

number of truly classified benign samples. True posi-

tive (b) is the number of correctly classified malware files.

The number of mis-classified legitimate applications are

referred as false positive (c). Malicious applications

wrongly classified as benign are called as False nega-

tive (h). Using TP (b), TN (a), FP (c) and FN (h), accuracy,

recall, precision and F1-score is computed.

AccuracyðAÞ ¼ aþ b
aþ bþ cþ h

ð1Þ

PrecisionðPRCÞ ¼ b
bþ c

ð2Þ

RecallðRECÞ ¼ b
bþ h

ð3Þ

F1 � ScoreðF 1Þ ¼2 � PRC � REC
PRC þREC

� �
ð4Þ

4 Attack model

Adversarial machine learning involves techniques, where

the malicious samples injected with attributes of legitimate

applications, forces machine learning system to misclassify

such perturbed malware apps. The modified(perturbed)

examples are also known as adversarial examples.

Adversarial examples can be broadly classified as (a) poi-

soning attack-performed during the training phase and

(b) evasion attack-perturbed samples created in the pre-

diction phase to mislead detection. Additionally, an

adversary may use one/more, threat models. These threat

model are related to the knowledge an attacker possesses,

with reference to a machine learning system. In a white-

box threat model, an adversary has complete knowledge of

training samples and classifier parameters. Such attack

models are used to evaluate the performance of a machine

learning system in the worst case. Moreover, in a black-box

attack model, the adversary does not have access to clas-

sifier and the training set. She can make a limited number

of attempts to fool the classification system.

4.1 Evasion attack

In evasion attack, an attackers feed adversarial input to the

classifier to increase misclassification. To accomplish this

task and adversary create synthetic malware samples,

imitating the properties of the benign applications. To start

with, 10% (247 apps) of the total malware samples (2474

samples) are chosen. Then, prominent system calls invoked

by benign samples absent in malware applications are

appended to it at a varied concentration (1%, 2%, 3%, etc.).

Such modified malware samples form the test set, which

are later used to predict the performance of the models.

Algorithm 3 Evasion attack

1: Procedure Poisoning (M ,S,j)
2: V ← j(M) //extract j percentage of samples from

malware set
3: X ← S(M) //percentage of Unique system calls present

only in benign set are extracted
4: for each file in V do
5: append X at the end of file
6: end for
7: return file

Algorithm 3 gives a brief description of the evasion

attack. The input to the algorithm includes M, which is the

set of malware files and S ¼ fs1; s2; �; �; sNg, a set of

prominent benign system calls which are absent in malware

files, to be injected into the malware samples, at the

specified concentration for creating adversarial examples.

In particular, system calls in benign Max-Heap tree, are

referred to as prominent calls which are absent in the first

half of the malware Max-Heap tree. Thus, in the worst-case

half the number of nodes in malware Max-Heap tree (half

the height of tree) is searched. Hence, in worst case the

time complexity to search legitimate system call in mal-

ware Max-Heap require O(logN), where N is the total

number of system calls. In line 2, j% of the malware

samples from original malware set are extracted. To be
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precise, j is the percentage of malware files that needs to be

poisoned (line 1). Next, prominent system calls invoked by

benign APKs at the required concentration, i.e. (1%, 2%,

. . .) are selected (line 3). In lines 4 to 7, for each in file V,

the system calls from X are added to samples in V de-

pending on the supplied concentration rate. Finally, the

output is a set of perturbed malware instances, injected

with a sequence of the calls from benign apps (line 7).

5 Performance analysis

In this section, the experiments along with results are

detailed. The experiments are conducted on Ubuntu 18.04

platform with the support of Intel Core i5-8250U CPU @

1.80 GHz with 8GB RAM. The dataset consisted of 2475

benign and 2474 malware applications. Benign applica-

tions are downloaded from 9Apps site and verified for

benignness by scanning samples using VirusTotal. The

apps from Drebin dataset constituted malware set. This

dataset contain malware samples belonging to 179 families.

An automated tool, i.e., Android Monkey which is a part of

the Android SDK, along with strace utility are used to

record the system calls. On the completion of system calls

extraction, the emulator process is killed and clean snap-

shot of the emulator is loaded for the analysis of subse-

quent samples. Comprehensive experiments were

performed for evaluating the following:

– Performance of machine learning classifiers using

proposed feature selection methods.

– Investigation of optimal feature category and feature

length.

– Performance comparison of machine learning and deep

learning algorithms.

– Investigation of the effect of drop out and learning rate

in the performance of deep learning neural network.

5.1 Experiment-I: feature selection method

A novel feature selection method (SAILS) was developed

on the top of classical feature selection approaches. Tra-

ditional feature selection methods like MI, GSS and DFS

were employed as local feature selectors to estimate the

score of each system call. These calls were further ranked

using our proposed attribute ranking approach, yielding an

enhanced outcome, both in terms of evaluation metrics and

feature-length.

Table 1 depicts the comparison of accuracies obtained

with proposed feature selectors and the conventional

approaches. In this experiment, classification models were

developed using RF, CART, LR and XGBoost. On

observing the results, it is noted that the accuracy obtained

for our proposed system is higher in most of the cases, and

for remaining experiments, the performance was at least

equal to the conventional approach. It was observed that

the highest accuracy was recorded for RF with unigrams,

and for bigrams, the best outcome was achieved using

XGBoost. In the case of trigrams, LR exhibited the highest

accuracy. It is worth mentioning that the results obtained

with the proposed methods exceed with fewer feature-

length.

5.2 Experiment II: robustness of N-grams

Figure 3 illustrates the malware and benign scores of 20

system calls which were predominant in benign samples.

From Fig. 3a, for unigrams, it can be seen that scores are

identical or marginally differ. This suggests statistical

similarity in the feature vectors for both malware and

benign examples. Considering Fig. 3b and c it seen that the

benign system call score is lesser when compared to the

malware call score. Similar trend is observed in case of

GSS�, WFS� and MI� as shown in Appendix Figs. 11, 12

and 13 respectively.

5.3 Experiments-III: comparison of classification
algorithms

In this experiment, the effectiveness of different ML

algorithms in identifying malware applications is evalu-

ated. In particular LR, Classification and Regression Tree

(CART), Random Forest (RF), eXtreme Gradient Boost

(XGBoost) and DNN are choosen. Additionally, a com-

prehensive analysis on the performance of DNN is per-

formed by determining optimal values of dropout and

learning rate.

From Fig. 4 it is clear that for GSS feature selection, the

accuracy and F1-Score obtained with SAILS is better

compared to the conventional approach.

Further, the average score of each system call was

computed, the system calls were then arranged in the

descending order of the average scores. Finally, sorted calls

using the aforesaid approach was utilized in the training

phase. For unigram, it was observed that Random Forest

achieved the highest accuracy of 95.85% with F1-score of

95.87%. In the case of bigram, XGBoost showed better

results with an accuracy of 99.4% and F1-score of 99.4%.

Figure 4c depicts that for trigram, LR shows the highest

accuracy of 99.34% and F1-score of 99.34%, which was

higher than other classifiers.

A similar pattern of results was obtained with Random

Forest and XGBoost employing DFS and MI feature

selectors as depicted in Figs. 5 and 6. In the case of DFS

feature selector, with Random Forest, the highest accuracy

and F1-score obtained for unigram was 96.31% and
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Table 1 Performance of

classification algorithms with

proposed feature selection

approach and classical feature

selectors

Classifier Feature selectors Unigram Bigram Trigram

FL A FL A FL A

LR MI* 100(98) 97.66 100(2212) 97.16 90(18318) 99.44

AVG-MI 100(98) 91.05 100(2212) 96.41 90(18318 96.75

GSS* 50(47) 88.58 80(1769) 99.13 80(16283) 99.34

AVG-GSS 90(88) 88.43 100(2212) 99.08 100(20354) 99.34

DFS* 100(98) 91.96 90(1990) 97.61 100(20354) 99.34

AVG-GSS 90(88) 88.43 100(2212) 99.08 100(20354) 99.34

WFS* 40(37) 89.3 100(2212) 98.0 100(20354) 99.4

CART MI* 100(98) 96.5 100(2212) 96.65 100(20354) 98.83

AVG-MI 100(98) 92.26 100(2212) 94.94 100(20354) 94.78

GSS* 90(88) 92.67 80(1769) 97.77 80(16283) 98.58

AVG-GSS 90(88) 92.57 80(1769) 95.08 100(20354) 98.17

DFS* 90(88) 92.32 70(1548) 96.7 90(18318) 98.22

AVG-DFS 90(88) 92.02 90(1990) 95.39 90(18318) 97.89

WFS* 40(37) 93.1 100(2212) 96.7 100(20354) 98.7

RF MI* 100(98) 96.75 80(1769) 97.21 100(20354) 98.23

AVG-MI 100(98) 96.1 80(1769) 97.21 100(20354) 96.8

GSS* 90(88) 95.85 90(1990) 98.78 80(16283) 98.17

AVG-GSS 100(98) 95.5 100(2212) 98.53 100(20354) 97.77

DFS* 100(98) 96.31 100(2212) 97.66 100(20354) 97.82

AVG-DFS 100(98) 96.11 100(2212) 97.21 100(20354) 97.97

WFS* 90(88) 97.2 20(442) 97.6 100(20354) 97.5

XGBoost MI* 100(98) 95.6 90(1990) 99.3 100(20354) 99.2

AVG-MI 100(98) 95.5 90(1990) 99.3 100(20354) 99.2

GSS* 80(78) 95.75 70(1548) 99.44 80(16283) 98.32

AVG-GSS 80(78) 92.65 70(1548) 97.67 80(16283) 97.72

DFS* 90(88) 95.7 100(2212) 99.4 80(16283) 98.2

AVG-DFS 90(88) 95.4 100(2212) 97.3 80(16283) 98.2

WFS* 70(68) 96.6 40(884) 97.9 20(4070) 97.7

FL denotes feature length at which best outcomes were obtained. FL is represented in the form of P(Q),

where P denote the percentage of features extracted from the feature space and Q denote the number of

attributes used to create model

Asterisks indicate a revised feature set after the application of SAILS

Fig. 3 Score difference of N-grams for DFS�
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96.32%. In the case of bigram with XGBoost, accuracy and

F1-score were 99.4% and 99.4% respectively.

Further, considering system call trigram with LR, the

best accuracy achieved was 99.34% along with F1-score of

99.34%. Considering MI feature selector for unigram with

Random Forest, the best accuracy attained was 96.75% and

obtained F1-score of 96.79%. In the case of bigram, the

best accuracy and F1-score obtained with XGBoost was

98% and 97.9% respectively. Whereas with LR, trigram

achieved accuracy and F1-score of 99.4% and 99.5%

respectively.

Summary The results lead to the conclusion that the

proposed feature selection method could derive attributes

that had a higher correlation with the target class. Thus,

resulting in improved outcome. In the case of unigram,

Random Forest achieved higher accuracy and F1-score

comparing other classifiers. Further for bigram, among all

four classifiers, XGBoost exhibited better accuracy and F1-

score. Comparing the results of trigram, LR achieved better

Fig. 4 Performance of GSS� feature selection on unigram, bigram, trigram

Fig. 5 Performance of DFS� feature selection on unigram, bigram, and trigram

Fig. 6 Performance of MI� feature selection on unigram, bigram, and trigram
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accuracy and F1-score compared to other classifiers. This is

because, LR exhibited improved results as the feature

vectors become linear in higher dimensional attribute

space. The trend was clearly evident for the three Logistic

regression model (i.e., unigram, bigram and trigram).

Intuitively, in all cases of classification algorithms trained

using bigrams and trigrams reported better performance

compared to unigram.

5.4 Experiment IV: performance with DL
classifier

In this experiment, DL was used to distinguish malware

and legitimate applications. This experiment was con-

ducted to analyze the performance of DNN compared to

conventional ML approaches. A DNN model named DNN-

2L with two hidden layers was designed. The first hidden

layer consisted of 50% of attributes of the input feature

space, as the number of neurons. Subsequently, the second

layer contained 50% of the neurons, that were present in

the previous layer. For example, if the feature set contained

1000 attributes, then the first layer will be created with 500

neurons and the second layer will be formed using 250

neurons. In DNN-2L, all layers contained Rectified Linear

Unit (ReLU) activation function. Sigmoid activation

function was used in the output layer, as malware identi-

fication is a binary classification problem. For faster con-

vergence and to avoid overfitting, Adam optimization

algorithm and cross entropy loss function was utilized

respectively. Employing DNN-2L comprehensive analysis

was conducted under following experimental settings and

we investigated: (i) effect of dropout rate in the perfor-

mance of model (Sect. 5.4.1) and (ii) effect of learning rate

in the performance of model (Sect. 5.4.2).

5.4.1 Effect of dropout rate in the performance of model

To avoid overfitting on training data, dropout was proposed

by Srivastava et al. [28]. Dropout is a regularization tech-

nique in which randomly selected neurons are removed

during the training phase. This indicates that, the contri-

bution of such neurons will be temporarily removed, during

the forward pass and weight update will be ignored, in the

backward pass. During the learning phase, a neuron

specific to a particular layer relies on the neighbouring

neurons. In a fully connected topology, a neuron tuned to

specific feature was passed on to the upstream neurons.

Thus, the network becomes more specific to the training

data. On the contrary, if certain neurons were randomly

eliminated, then the predictions are performed with the

existing neurons. This suggests that many new patterns/

representations, will be created and subsequently learned

by the network. Thus, the network would be less sensitive

to the weights of neurons and less likely to overfit the

training data.

To study the impact of dropout rate, a diverse classifi-

cation model learned with attributes derived by our pro-

posed feature selection method was created. In particular,

the well known feature selectors were improved by deriv-

ing the call/sequence of calls having the ability to identify

target classes. The outcome of the results are shown in

Fig. 7. The results in Fig. 7a indicates that dropout rates of

0.2, 0.5 and 0.6 gave the best results for all three categories

of features (i.e., unigram, bigram and trigram). An identical

trend can be observed in Fig. 7b and c, i.e., better results

are obtained at dropout rate of 0.3, 0.5 and 0.6. Finally, it

was observed that DNN-2L learned with unigram, bigram

and trigram at dropout rate of 0.2, 0.5 and 0.7 respectively,

attained the best results as depicted in Fig. 7d. A similar

observation has been observed when considering the F1-

score as the evaluation metric, to evaluate the performance

of the DL classifiers as show in Fig. 8.

5.4.2 Effect of learning rate in the performance of model

Further the importance of learning rate on the results of

classification was explored. Learning rate is a hyper-pa-

rameter which denotes how much a model needs to be

modified each time, by adjusting the weight. Lower value

of learning rate indicates more time spent on training or in

particular more steps needed to reach local minima. Con-

versely, large gradient descent learning rate would over-

shoot, besides missing local minima. Specifically, the

model would fail to converge. In this study, the learning

rate was varied such that it began with a small value (i.e.

0.001) and progressively increased by 0.01 until the max-

imum value of learning rate (i.e., 0.3) was reached (refer to

Table 2).

5.5 Experiment V: evaluation against adversarial
examples

The performance of any ML based system might degrade

over time, eventually fortifying the system. In order to

evaluate the detection capability of the classifier in the

presence of adversarial samples, synthetic malware’s

mimicking statistical properties of legitimate set were

created. In this context, adversarial malware samples were

developed, by injecting varied proportion of prominent

system calls, frequently invoked by the benign applica-

tions. The point of argument here is that, the classification

algorithms fail to detect adversarial malware samples. The

results show that as the proportion of system calls injected

into each of the samples was increased, the recall declined

dramatically, indicating that the classification algorithms

fail to detect the malware samples (refer Table 3).
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In this experiment, adversarial samples for five detection

models were generated. For each model, the recall rate was

evaluated for 1%, 2% and 3% of prominent Benign system

calls that were used to poison the malware samples. Fig-

ure 9a shows that the recall rate for Unigram in CART

prior to the attack was 96.55% and after the attack, it got

reduced to 33.73%. This was the case of 1% of prominent

benign system calls that were appended to the malware

samples for poisoning and the trend continued for both 2%

and 3% of prominent benign system calls. Considering 2%

of benign system calls, after poisoning the recall rate was

minimized to 58.94% and for 3% of benign system calls it

dropped to 30.89%. In case of a bigram, the recall rate

reduced from 97.26 to 29.26% for 1% of benign system

calls and for 2% benign system calls, the recall rate

diminished to 30.0%. Likewise, for 3% of benign system

calls, recall was minimized to 24.79%. Further for trigram,

the recall rate for 1% of benign system calls reduced from

98.88 to 45.93%. Whereas for 2% of benign system calls,

the rate minimized to 57.48% and for 3% of benign system

calls, the rate reduced to 39.67 %.

Figure 9b depicts that for 1% benign system calls of

unigram, LR shows a recall rate of 98.68% prior to poi-

soning, and after poisoning it was reduced to 50.4%. In

case of 2% and 3% of system calls, the true positive rate

was reduced to 68.29% and 66.66% respectively. For

bigram after poisoning, the recall rate was reduced from

98.78 to 77.64%, 81.3% and 69.1% for 1%, 2% and 3% of

benign system calls. Considering trigram, from 99.79% of

recall rate, it diminished to 86.17%, 86.6% and 85.02% for

1% 2% and 3% of prominent benign system calls

respectively.

Figure 9c shows that in case of Random Forest, for

unigram the true positive rate declined from 97.89 to

61.38%, 74.79% and 35.77% for 1%, 2% and 3% of benign

system calls respectively. Considering 1%, 2% and 3% of

benign system calls of bigram, the recall rate reduced from

98.38 to 79.26%, 83.33%, and 74.39% respectively. Fur-

ther, for poisoned trigram, the recall rate diminished from

98.58 to 82.11%, 84.61% and 84.61% for 1%, 2% and 3%

of benign system calls.

From Fig. 9d it is clear that with XGBoost, the recall

rate of unigram reduced from 95.8 to 80.01% for 1%, 2%

and 3% of benign system calls after poisoning. Considering

1%, 2% and 3% of benign system calls in Bigram after

poisoning, the recall rate reduced from 98.7 to 92.22%. In

case of Trigram, for 1%, 2% and 3% of benign system

calls, the recall rate of 99% diminished to 91.9%.

Figure 10 depicts that for unigram, the recall rate

diminished from 95.2 to 44.53% in case of 1% of

Fig. 7 Accuracy comparisons for different DL classifiers of proposed feature selection approach using dropout rate
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prominent benign system calls and for 2% and 3% of

benign system calls, the recall rate reduced to 43.3% and

42.1%. Considering 1% of injected bigram, the recall rate

minimized from 98.2 to 40.48%, the recall at 2% and 3%

injection rate reduced to 34.81% and 32.39% respectively.

Further for trigram, in case of 1% injected calls, the recall

declined from 98.58 to 48.18%, moreover, for 2% to 3%,

the recall dropped from 42.51 and 37.65% respectively.

6 Conclusion and future directions

In this paper, a new feature selection method, SAILS, is

designed, which can provide better results compared to

conventional feature selection approaches. Also, the classi-

fier performance of different N-grams is studied. We per-

formed parallel analysis of the Android malware detector

using deep learning network and machine learning algo-

rithms. Further, the performance of the model was evaluated

by analysing the change in dropout and learning rate.

Fig. 8 F1-Score comparisons for different DL classifiers of proposed feature selection approach using dropout rate

Table 2 Performance of DL

classifier with proposed feature

selection approaches using

dropout rate and learning rate

Feature selectors Category Drop out LR A F 1 PRC REC

GSS� UNIGRAM 0.2 0.1 0.952 0.952 0.950 0.956

BIGRAM 0.6 0.2 0.990 0.990 0.990 0.994

TRIGRAM 0.8 0.1 0.980 0.980 0.980 0.990

DFS� UNIGRAM 0.7 0.001 0.950 0.950 0.953 0.943

BIGRAM 0.8 0.1 0.990 0.990 0.984 0.992

TRIGRAM 0.1 0.1 0.980 0.981 0.970 0.991

MI� UNIGRAM 0.5 0.001 0.952 0.952 0.952 0.952

BIGRAM 0.8 0.1 0.980 0.980 0.980 0.982

TRIGRAM 0.4 0.001 0.987 0.987 0.986 0.989

Asterisks indicate a revised feature set after the application of SAILS
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Adversarial attacks are also performed on the ML

models. It is observed that the adversary could deceive the

current ML based malware detectors. A drop in perfor-

mance is observed when the trained models were given

evasive examples as input. Thus, it is important to develop

robust ML models trained with adversarial patterns, such

that Android malware detectors are capable of recognizing

tainted samples.

Our current work focuses on dynamic analysis of

Android malware. In future work, we envisage the use

hybrid analysis on a larger dataset. It is also planned to

include features relating to network packets (packet size,

packet payload size, packet inter-arrival time, TCP flag

status, the total number of bytes in packets, packet direc-

tion, protocols, etc)., to train ML algorithms. The collec-

tion of these features along-with systems calls would

undoubtedly reveal promising patterns for identifying

malware. We also plan to model new feature selection

techniques having high correlation with class, but loosely

correlated with other features. Finally, we plan to carry out

attacks on classifier ensembles, and develop

Table 3 Performance

comparison of WFS feature

selection method with other

approaches

Classifier Feature selectors Unigram Bigram Trigram

FL A FL A FL A

LR WFS* 40(37) 89.3 100(2212) 98.0 100(20354) 99.4

MI-AVG 100(98) 91.05 100(2212) 96.41 90(18318) 96.75

GSS-AVG 90(88) 88.43 100(2212) 99.08 100(20354) 99.34

DFS-AVG 100(98) 91.96 90(1990) 97.16 100(20354) 99.34

CART WFS* 40(37) 93.1 100(2212) 96.7 100(20354) 98.7

MI-AVG 100(98) 92.26 100(2212) 94.94 100(20354) 94.78

GSS-AVG 90(88) 92.57 80(1769) 95.08 100(20354) 98.17

DFS-AVG 90(88) 92.02 90(1990) 95.39 90(18318) 97.89

RF WFS* 90(88) 97.2 20(442) 97.6 100(20354) 97.5

MI-AVG 100(98) 96.1 80(1769) 97.21 100(20354) 96.8

GSS-AVG 100(98) 95.5 100(2212) 98.53 100(20354) 97.77

DFS-AVG 100(98) 96.11 100(2212) 97.21 100(20354) 97.97

XGBoost WFS* 70(68) 96.6 40(884) 97.9 20(4070) 97.7

MI-AVG 100(98) 95.5 90(1990) 99.3 100(20354) 99.2

GSS-AVG 80(78) 92.65 70(1548) 97.67 80(16283) 97.72

DFS-AVG 90(88) 95.4 100(2212) 97.3 80(16283) 98.2

FL denotes feature length at which the best outcomes were obtained. FL is expressed in the form of P(Q),

where P denotes the percentage of features extracted from the feature space and Q denote the number of

attributes used to create the model

Asterisks indicate a revised feature set after the application of SAILS

Fig. 9 Performance evaluation of unigram, bigram and trigram after poisoning using ML
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countermeasures to harden classifier for minimizing mis-

classification rate.
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Appendix

In this section, different scores of N-gram for GSS, WFS,

and MI are presented to illustrate the malware and benign

samples for various features (see the Figs. 11, 12 and 13).

Fig. 10 Performance evaluation of unigram, bigram and trigram after

poisoning using DL

Fig. 11 Score difference of N-grams for GSS�

Fig. 12 Score difference of N-grams for WFS�
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Abstract: Recently, underwater acoustic sensor networks (UASNs) have gained wide attention due to their numerous
applications in underwater surveillance, oil leakage detection, assisted navigation, and disaster prevention. With unique
characteristics like increased propagation delay, constant mobility of sensor nodes, high error rate, and limitations in
energy and interference, efficient routing of data packets from the source node to the destination is a major challenge
in UASNs. Most of the protocols proposed for traditional sensor networks do not work well in UASNs. Although many
protocols have been specifically proposed for underwater environments, the aim of most of them is to improve only the
quality of service (QoS) in the network. The security of the transmitted data, energy efficiency of the participating nodes,
and handling of communication voids are three significant challenges that need to be adequately addressed in UASNs.
In this research work, a secure and energy-efficient opportunistic routing protocol with void avoidance (SEEORVA) is
proposed. This protocol uses the latest opportunistic routing strategy for reliable data delivery in the network and also
provides priority to the nodes having energy above a specific threshold in the forwarding process, thereby increasing
the lifetime and energy efficiency in the network. The transmitted messages are encrypted using a secure lightweight
encryption technique. The protocol is also integrated with a strategy to handle the communication voids in the network.
Simulation results with Aqua-Sim validate the better performance of the proposed system compared to the existing ones.

Key words: Energy efficiency, communication voids, routing protocols, secure data transmission, QoS, underwater
acoustic sensor networks

1. Introduction
The ocean covers about 70% of the Earth’s surface and is the most abundant source of rare and valuable
resources. Due to various constraints, knowledge about the underwater environment is limited, and most of
these resources are still unexplored. Underwater acoustic sensor networks (UASNs) [1] have given us hope as
a possible solution to this problem. A UASN is a group of self-driven sensor nodes and autonomous vehicles
connected underwater to perform different collective tasks based on user applications [2]. Sensor nodes placed
at various locations and depths sense and record data and transfer them through the network of nodes to the
∗Correspondence: varungmenon46@gmail.com
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destination sinks placed at the surface. The collection centers are usually on buoys or ships on the water’s
surface. Integrating with the most popular Internet of Things (IoT) [3, 4] technology, this smart network of
interconnected underwater devices forms the Internet of Underwater Things (IoUT) [5].

Recently, the IoUT and UASNs have gained wide popularity due to their numerous research, industrial,
and military applications. They are currently deployed for underwater monitoring and surveillance, oil leakage
detection, assisted navigation, and disaster prevention. UASNs are different from the traditional sensor networks
(TSNs) and use acoustic signals instead of radio signals. Routing of data packets in UASN is an exceedingly
challenging task due to the unique features of the transmission medium such as long propagation delay, constant
mobility of sensor nodes, high error rate, limitations in energy, increased error rate, interference caused by
animals, and limited bandwidth. Reliable communication and efficient transfer of data from the source to the
destination node are vital factors determining the success of various user applications deploying UASNs with
multiple objectives. Routing protocols proposed for TSNs do not work well in the underwater environment
[6–8]. In the last few years, many techniques have been discussed for efficient data transfer in UASNs, with
opportunistic routing protocols (ORPs) [9, 10] being the latest and most efficient among them. ORPs use
a broadcasting strategy to increase the number of forwarder nodes and create a prioritized list of available
forwarder nodes. They then select the node that has maximum progress to the destination for forwarding the
data packet. If that node is unable to forward the data packet within a specified time limit, the next forwarder
node in the list forwards the data packet, thus ensuring reliable data delivery in the network. Although the
ORPs proposed for UASNs offer several advantages, most of them are designed primarily for improving the
quality of service (QoS) in the network.

One of the main limitations in UASNs is the difficulty in periodic recharging of the sensor nodes. If
the energy available in the sensor nodes gets exhausted very quickly, the nodes cannot participate in future
data transmission. Hence, it is essential to optimize the energy usage in data packet forwarding and conserve
energy to extend the lifetime of each sensor node [11–13]. This issue is very inadequately addressed by most
of the routing protocols proposed for UASNs [14–16]. Security in data transmission is another major issue to
be addressed in UASNs. Sensor nodes in many military and industrial applications collect and record sensitive
data. These sensitive data have to be securely stored and transmitted to the sink nodes and any leakage
can be very harmful [17]. Moreover, it is found that numerous communication voids [18] occur in underwater
environments. Communication voids occur when a source node is unable to find any suitable forwarder node
in its transmission range and located in the direction of the destination. Communication voids are also called
communication gaps or the unreachability problem. Failure of intermediate nodes due to energy drainage,
wrong deployment, intrusions, attacks, etc. are some of the reasons contributing to the occurrence of voids
in the network. As most of the latest routing protocols use a position-based greedy forwarding mechanism,
this issue has become a major concern. Lack of proper mechanisms to handle voids can lead to huge data loss
and loss of energy with retransmissions. Our proposed protocol, the secure and energy-efficient opportunistic
routing protocol with void avoidance (SEEORVA), addresses all three issues and also supports good QoS for
data transmission in the underwater environment.

In SEEORVA, the sensed and collected data are encrypted using a lightweight security protocol, the
novel tiny symmetric encryption algorithm (NTSA) [19]. These encrypted packets are sent to the destination
nodes through the network of sensor nodes. Only the collection and processing centers located at the surface
are capable of decrypting these data packets, hence ensuring the security of transmitted data. The proposed
protocol uses an opportunistic routing strategy but considers the remaining energy in each sensor node as a
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significant factor determining the section of the next best forwarder node. Nodes that have less energy are given
less priority to participate in the forwarding process, thus extending the lifetime of each sensor node. SEEORVA
is also integrated with a unique strategy to handle the communications voids in the network. Simulation results
using Aqua-Sim [20] validated the better performance of SEEORVA compared to the existing protocols in the
underwater environment.

The paper is arranged as follows. Section 2 presents the discussion on a few related works. Section
3 discusses the proposed work. Theoretical analysis of energy-efficient data transfer in the network is also
presented. Section 4 presents a discussion on the results achieved through simulations. Here the performance of
the proposed work is compared with existing protocols in the underwater environment. Section 5 presents the
future research directions in UASNs. Finally, the paper concludes in section 6 with future research directions.
Table 1 presents the notations and Table 2 presents the abbreviations used in the article. Table 3 lists the
differences between TSNs and UASNs.

Table 1. Frequently used notations.

19 Notation Definition
x̄ Transmission signal coefficient
h̄ Fading signal coefficient
n̄ Noise coefficient
y1, y2 . . . yL Signal received at the receiving node
ȳ Receiving signal coefficient
w̄ Beamforming coefficient
Bf Beamformer output
Ps Signal power
Pn Noise power
Ne Effective noise at the output of beamformer
SNRBf

SNR at the output of the beamformer
w̄ Beamforming vector

Table 2. List of abbreviations.

Abbreviation Description
UASN Underwater acoustic sensor networks
QoS Quality of Service
SEEORVA Secure and energy-efficient opportunistic routing protocol with void avoidance
IoT Internet of things
IoUT Internet of underwater things
TSN Traditional sensor networks
ORP Opportunistic routing protocols
NTSA Novel tiny symmetric encryption algorithm
PDR Packet delivery ratio
PFL Priority forwarder list

2305



MENON et al./Turk J Elec Eng & Comp Sci

Table 3. Difference between TSNs and UASNs.

TSN UASN
Sensor nodes are deployed densely Sparse deployment of sensor nodes
The Communication medium is radio waves The Acoustic channel is the medium used
Data transfer rate is comparatively high Data transfer rate is low
Less delay in data transmission High delay is communication and data transmission
Lower energy consumption High energy consumption
Higher number of static nodes Higher number of dynamic nodes
Low error rate High error rate

2. Related work
This section presents and discusses a few of the existing protocols proposed for UASNs. The security of the
transmitted data, energy efficiency of the nodes, and handling of communication voids are three major challenges
that need to be adequately addressed in UASNs. Several protocols are proposed to improve the QoS and energy
efficiency in UASN. In Su et al. [21], a technique is discussed to increase the network lifetime of the sensor
nodes in UASNs using the concept of Deep Q-Network. The technique is also aimed at reducing the delay in
data transmission in the network. Another method [22] uses the fuzzy-based relay selection approach to select
the node with the maximum energy for forwarding the data packets. Furthermore, the holding time is set
for each group of forwarding nodes to avoid collision and save energy. Many protocols work on reducing the
collision between the nodes in the network, like the multichannel MAC protocol discussed in Bouabdallah et al.
[23]. Although many protocols have tried to improve the energy efficiency and QoS in UASNs, most of them
have given very little importance to security in data transmission. A reliable security framework for UASNs is
proposed in Ateniese et al. [24]. Common security measures and threats faced in UASNs are discussed in detail
in that work. It aims to provide data confidentiality, integrity, and authentication for applications deploying
UASNs. A comprehensive discussion on the security attacks faced in UASNs is presented in Shahapur and
Khanai [25]. A technique to improve the secrecy of block transmissions based on the half-duplex nature of the
underwater transceivers in underwater acoustic channels is presented in Huang et al. [26]. A few protocols are
designed to handle the communication voids in the network [27, 28]. However, most of the existing protocols
focus primarily on improving the QoS. Lack of an efficient technique for energy efficiency and void avoidance
with adequate security in data transmission is still a major problem. The proposed method, secure and energy-
efficient opportunistic routing protocol with void avoidance (SEEORVA), uses the latest opportunistic routing
strategy for reliable data delivery in the network. The protocol considers only the nodes having energy above a
specific threshold in the forwarding process, thereby increasing the lifetime and energy efficiency in the network.
The transmitted messages are encrypted using a lightweight encryption technique and the protocol is integrated
with a strategy to handle the communication voids in the network. The next section discusses the proposed
method.

3. Proposed system

3.1. Theoretical analysis

In this section, the theoretical analysis of the proposed work in efficient energy utilization of a UASN is presented
and discussed. Emphasis is given on optimizing the beamforming between the sender and the receiver nodes
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such that minimum energy is utilized during the transmission process. Here, assuming x̄ as the transmission
signal coefficient, h̄ as the fading signal coefficient, n̄ as the noise coefficient, and y1, y2, . . . , yL as the signal
received at the receiving node, the receiving signal coefficient (̄y) is given by

y = h̄x̄+ n̄ (1)

Here the beamforming coefficient is assumed to be w̄ such that

w̄ =


w1

w 2
.
.

wl

 and w̄H =
[
w∗

1 w∗
2 w∗

3 . . . w∗
L

]
.

Combining the received signals with the beamforming coefficient w̄ , the beamformer output Bf is
obtained as

Bf =
[
w∗

1 w∗
2 w∗

3 . . . w∗
L

]


y1
y2
.
.
.
yL

 (2)

Bf = w̄Hy (3)

Substituting the value of the received output signal y in Eq. 1 into Eq. 2, we obtain

Bf = w̄H
(
hx+ n

)
(4)

Bf = w̄Hhx+ w̄Hn (5)

Here the signal power Ps is given by w̄Hhx and noise power Pn is given by w̄Hn . Introducing constant
P with signal power, we obtain

Ps =
∣∣w̄Hh

∣∣2.P (6)

Now we have the effective noise at the output of beamformer, Ne = w̄Hn . Calculating the expectationE
of Ne we have

Ne = E
{∣∣w̄Hn

∣∣2} (7)

Ne = E
{(

w̄Hn
) (

w̄Hn
)∗} (8)
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where w̄Hn = w∗
1n1 + w∗

2n2 + . . .+ w∗
LnL and

(
w̄Hn

)∗
= w1n

∗
1 + w2n

∗
2 + . . .+ wLn

∗
L

Ne = E


L∑

i=1

|wi|2|ni|2 +
∑
i

∑
j

wiw
∗
jn

∗
inj

 , (9)

where i ̸≡ j. Here E
(
nin

∗
j

)
= E(ni)E(n∗

j ) , which will become zero. Thus the equation is reduced to

Ne =
∑|wi|2

E{ni}2 (10)

Ne = σ2
n

wi2∑
(11)

Ne = σ2
nw̄

2 (12)

Ne = σ2
nw̄

Hw (13)

Now the SNR at the output of the beamformer is given by

(SNR)
max

=

∣∣w̄Hh
∣∣2P

σ2
n (w̄

Hw)
(14)

The aim is to select the beamforming vector w , such that w maximizes the SNR in multiple diversity
receiving nodes,

(SNR)
max

=

(∣∣w̄H h̄
∣∣2

w̄Hw̄

)
∗ p

σ2
n

(15)

Let us assume that the optimal w is K such that

(SNR)
max

=

(
K2
∣∣w̄H h̄

∣∣2
K2w̄Hw̄

)
∗ p

σ2
n

(16)

Here the constant K will get canceled, implying that scaling will have no effect. It is scale invariant and
we need to select w such that its magnitude is one. Select w such that ||w̄||2 = 1, which implies w̄Hw̄=1. Now

(SNR)
max

= |wHh|2. p
σ2
n

(17)

Now we need to find the maximum value for
(∣∣w̄H h̄

∣∣2 p
σ2
n

)
, for which w̄ = const h̄ . For this we have

c2||h̄||2 = 1 , which gives C= 1
h̄

‖. Optimal beamforming vector w̄ that maximizes the received SNR= h̄
h̄

‖ =

w̄ (the optimal value that is calculated as maximum ratio combiner). Now we have SNR = (h̄H h̄)
2

h
p
σ2
n

), which

gives SNR = h2 p
σ2
n

. This is the optimal SNR at the output of the receiver.
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3.2. Best forwarder selection
The proposed method uses the opportunistic routing strategy for the selection of the best relay node. The
opportunistic routing strategy enables the presence of more than one forwarder node and hence the chances of
data delivery at the destination are high. Thus, our algorithm initially makes sure that the packet delivery ratio
(PDR) in the network is high and maximum packets are delivered at the destination. The proposed algorithm
used for the best forwarder selection is presented below. At first, the source node that has to transmit data
packets creates a virtual vector pipe to the destination node. A list of nodes that are located within the pipe is
then compiled. The highest energy of the nodes in the list is then calculated. The nodes that are outside the
pipe are not considered in the forwarding process. A threshold energy value based on the calculated highest
energy value is set for the forwarder nodes. The node that has energy above the threshold and within the
transmission range of the source node and also that has the maximum progress to the destination is chosen as
the best forwarder node. If this node cannot forward the packet within a specific period (set by a timer) due to
reasons like mobility or damage of the node, the next node in the list forwards the data packet to the destination.
Thus, a high rate of data delivery along with energy efficiency is guaranteed by the proposed approach. The
working of this technique is illustrated in Figure 1. Here the source ‘s’ wants to transmit the data packets to
target node ‘t’. The source node creates a list ‘f’, ‘c’, ‘h’, ‘a’, ‘b’ of the nodes that are located within the vector
pipe. Now the source node calculates the highest energy node among the four and sets the threshold value.
Nodes ‘h’, ‘c’, and ‘f’ are within the transmission range of the source node. Therefore, a priority forwarder list
(PFL) (‘h’,‘c’,‘f’) is generated by the source node based on the maximum progress to the destination. Let us
assume that node ‘h’ does not have energy greater than the set threshold. Thus, the node ‘c’ is selected as the
best forwarder. If the node ‘c’ is unable to forward the data packet within a particular time, node ‘f’ forwards
it.

 

Sensor   

Node 

Surface 

Sonobuoy 

Virtual 

Vector Pipe 

Transmission 

Range of ‘S’ 
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Figure 1. Illustration of the best forwarder selection algorithm using the proposed method.
Algorithm 1: For best forwarder node selection

1. The source node creates a virtual vector pipe to the destination node.

2. The source node checks for the nodes inside the pipe. If true go to step 3, otherwise drop the data packet.

3. Calculate the highest energy among the nodes inside the pipe and go to step 4

2309



MENON et al./Turk J Elec Eng & Comp Sci

4. Set the energy threshold as highest/2.

5. The source node creates a PFL containing the nodes within its transmission range.

6. Sort the list by the distance to the destination. The node having a minimum distance to the destination
is assigned the highest priority in the PFL.

7. Check whether the energy > threshold for all the nodes in the PFL. If true keep the node in the list and
go to step 9. Otherwise, go to step 8.

8. Drop the packet and label as a low energy node.

9. Call packet forwarding algorithm.

10. Repeat the step until the packet reaches the destination.

Algorithm 2: For packet forwarding

1. Data packet is received by a source node.

2. The node generates the PFL.

3. Forward the packet to the nodes in the PFL.

4. If the best priority forwarder forwards the data packet within a period, go to step 6, else go to step 5.

5. Next node in the PFL forwards the data packet.

6. The received node repeats steps from 1 to 4 until the packet reaches the destination.

3.3. Security and void avoidance in data transmission
One of the major issues to be addressed in UASNs is the security of data transmitted between the sensor
nodes. In many UASN applications such as military ones, the security of data is the most important factor.
Any leakage of information in such applications can have major consequences. To provide high security for the
transmitted data, we integrate a simple, lightweight, and strong encryption technique discussed in Rajesh et
al. [19] into our proposed system. It is a symmetric encryption algorithm that follows the Feistel structure.
The algorithm has 64 rounds and 32 cycles of operation. In every cycle, there is an odd and even round. The
message to be transferred through the network is set as 64-bit blocks. The key used in the algorithm is 128 bits
and is divided into 4 subkeys. The subkeys are then dynamically applied to odd and even rounds in encryption.
This algorithm is used to encrypt the transmitted data packet, which can only be decrypted by the receiver,
thereby protecting the data from intruders. Due to sparse deployment and frequent mobility of sensor nodes,
communication voids are a major issue contributing to increased packet drops. An efficient mechanism to handle
communications voids is necessary to guarantee good QoS for various applications in UASNs. In the proposed
method when a node experiences a communication void, it sends a data packet void_alert to the previous node
from which the data have come. The previous node tries to find an alternate route avoiding the void or around
the void and routes the data packets to the destination. All the remaining packets through the void node are
redirected to this new route until the void node reports that the void is past. This technique gives much better
results compared to the major existing techniques used to handle communication voids. The major advantage
of this technique is that it is easy to implement with less overhead and delay.
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4. Results and discussion

The performance of the proposed method, SEEORVA, is analyzed and compared with that of the existing
underwater routing protocols using simulations in Aqua-Sim [20]. Aqua-Sim is an extended version of NS-2
and offers easy implementation of underwater network scenarios. The specifications used for the simulation are
presented in Table 4.

The protocols are compared in terms of performance using the packet delivery ratio (PDR) (number
of packets delivered at the destination compared to the total packets sent), average end-to-end delay, and
normalized energy consumption. The PDR and average end-to-end delay are used to measure the QoS in the
network. The number of nodes participating in the network is varied and the performance of the protocols
is measured. Comparison is done using vector-based forwarding (VBF) [29] and vector-based void avoidance
(VBVA) [30] protocols. Figure 2 presents the comparison of PDR with a varying number of nodes. Here we can
see that the proposed technique has a better PDR compared to all the existing techniques with different numbers
of nodes. Moreover, in void scenarios the proposed technique achieves a good PDR. This is because, in the
proposed technique, the best forwarder is selected using an opportunistic strategy and even if the best forwarder
is unable to forward the data packet, the next best forwarder forwards it, thus ensuring reliability and a high
packet delivery rate in the network. Figure 3 presents the comparison of average end-to-end delay with varying
number of nodes. SEEORVA has less delay in data transmission compared to all other existing techniques like
VBF and VBVA. The proposed technique is easy to implement with less complexity. The efficient forwarder
priority list in the algorithm aids in less delay in data transmission. Figure 4 presents the normalized energy
consumption achieved through various protocols with varying numbers of nodes in the network. It is evident
that SEEORVA has better energy efficiency in the network compared to the existing approaches. In addition,
the proposed technique is tested in a communication void environment. Both in normal and void scenarios,
the proposed technique achieves much better energy efficiency compared to all the existing approaches. This
is because the proposed technique considers the residual energy available in the sensor nodes for the forwarder
selection process. Thus, the network lifetime is extended with improved energy efficiency in the routing process.
The simulation results show the better performance offered by the proposed technique in terms of QoS, energy
efficiency, and security compared to the existing techniques in UASNs.

Table 4. Simulation specifications.

Parameter name Values
Simulator name NS 2.35 with Aqua-Sim
Dimension of topology 1500 x 1500 x 1500 m
Transmission range 250 m
Antenna-Type Omni-Directional
Data rate 50 kbps
Packet size 25 to 125 bytes
Number of nodes 100 to 300
Simulation time 200 s
Number of Simulation runs 10
Protocols SEEORVA, VBF, VBVA
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5. Future research directions
In this section, we list a few research areas within UASNs that have generated interest among researchers due
to the opportunities, issues, and challenges.

• Quality of service: QoS has been one of the major research areas focused on in UASNs. As the success of
most of the applications depends on a high delivery rate, less delay, and other QoS parameters, numerous
studies have been carried out in this direction. With an increased number of sensor nodes and advancement
in sensor technology, new technique for further optimization of QoS in the network is an emerging area of
research.

• Energy efficiency: With restrictions and limitations in recharging the deployed sensor node underwater,
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the major hindrance behind the success of many applications is related to energy efficiency. Current
research focuses on optimizing energy usage in the routing process and preventing energy leakages. This
will be a major area of research in the future too.

• Channel utilization: Efficient utilization of the channel is another major area of research in UASNs that
has gained wide prominence. With numerous challenges like propagation delay, constant mobility of sensor
nodes, high error rate, and interference, it is vital to have optimal utilization of the channel.

• Security: The security of data transmitted between sensor nodes is a major area of concern. In many
UASN applications such as military ones, the security of data is the most important factor. Any leakage
of information in such applications can have major consequences. Recently, numerous studies have been
carried out to secure the communication between the sensor nodes in UASNs. With increasing attacks
and threats, research in security and privacy will be an ongoing and highly challenging task.

• Reliability: Many studies have focused on reliable data delivery in the network. This is an important
parameter because it provides trust for user applications and helps in its success.

• Communication voids: Sparse deployment and frequent mobility of sensor nodes have led to increased
communication voids in networks, leading to frequent packet drops. An efficient mechanism to handle
communications voids is necessary to guarantee good QoS for various applications deployed with UASNs.
This is a major research area in UASNs and will continue to be prominent in the coming years.

6. Conclusion
The security of the transmitted data, energy efficiency of the nodes, and handling of communication voids are
three major challenges in UASNs that are not adequately addressed in most of the existing protocols. To address
these issues, a secure and energy-efficient opportunistic routing protocol with void avoidance (SEEORVA) is
proposed. This protocol uses the latest opportunistic routing strategy for reliable data delivery in the network
and considers only the nodes having energy above a specific threshold in the forwarding process, thereby
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increasing the lifetime and energy efficiency in the network. The transmitted messages are encrypted using a
lightweight encryption technique and the protocol is also integrated with a strategy to handle the communication
voids in the network. Simulation results with Aqua-Sim confirmed the better performance of the proposed
system compared to the existing ones. The proposed technique needs to be tested in a real-time underwater
environment in the future. The design could also be modified to incorporate bulk data coming from numerous
sources.
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 In this paper, we determine an optimal range for angle tracking radars 

(ATRs) based on evaluating the standard deviation of all kinds of errors in a 

tracking system. In the past, this optimal range has often been computed by 

the simulation of the total error components; however, we are going to 

introduce a closed form for this computation which allows us to obtain the 

optimal range directly. Thus, for this purpose, we firstly solve an 

optimization problem to achieve the closed form of the optimal range (Ropt.) 
and then, we compute it by doing a simple simulation. The results show that 

both theoretical and simulation-based computations are similar to each other. 
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1. INTRODUCTION  

There are different kinds of radar systems for different applications in industries, airports, military 

organs such as navy and so on. A type of radars is the tracking radars which are applied in fire control 

and etc [1]. Generally, two classes of tracking radars can be considered as angle tracking and range tracking 

radars. Our aim in this study attends to the first class. Figure 1 shows a real sample of tracking radar which 

has been placed on a ground platform for the fire control usages. Tracking radar for finding angle can use 

several tracking modes (scanning techniques) including sequential lobing, conical scan and monopulse  

(e.g. in terms of amplitude) [1]. These three techniques are different in terms of the error status. So, the mode 

used in each angle tracking radar must be considered in computing the error and then the optimal range of 

radar. Figure 2 shows a schematic which explains the mechanism of angle tracking radars. From step 1 to 

step 6, a target is seen in PPI display which tracked during these steps. Figure 3 and Figure 4 show the block 

diagram of two types of angle tracking radars based on monopulse and conical scan techniques, 

respectively [2], [3]. In [1]-[3], it is explained that in terms of angle error, two techniques of sequential lobing 

and conical scan are similar to each other. In the next parts, we specify the differences between the impacts 

of monopulse and conical scan/sequential lobing (non-monopulse) techniques. Computing the optimal range 

of each angle tracking radar is an optimization problem which depicts one of the main parameters of the 

radar. In [1], this problem has been represented, but it is only solved by simulation and numerical 

computation. As a completing approach for [1], we wish to solve this problem theoretically. In addition, we 

obtain the simulation result to compare to the proposed approach.  

In the appendix of this paper, we give the readers a sample MATLAB code in order to the 

simulation-based computing of the optimal range.  
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Figure 1. A fire control tracking radar 

 

 

This paper is organized as follows. In the second part, we have an overview on the resources of the 

angle error. In the third part, we theoretically solve the problem. In the forth part, we solve a typical example 

based on both simulation-based and theoretical approaches which allows us to have a comparison between 

them. The latest parts are allocated to the conclusions of the work and the appendix. 

 

 

 
 

Figure 2. PPI display sequence to illustrate the target tracking process [2] 

 

 

2. RESOURCES OF ERROR IN ATRS 

According to [1], the general standard deviation of the angle error ( t ) in ATRs is mainly depended 

on five components (five different standard deviations) including angle fluctuation error related to angle 

noise and glint phonomena ( g ), mechanical error ( mech. ), control loop error ( cont. ), scintillation error 

related to amplitude fluctuation and target fading ( sc. ). And finally the error created by thermal noise of the 

radar system ( n ). As follows, we introduce the detailed information about t . (1) shows the general 

formula of t . 

 

2 2 2 2 2
. . .      t cont mech g n sc  (1) 
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Where . ., , ,   cont mech g n and .sc ( sc. is zero for monopulse mode) are as (2) to (6), respectively 

((6) is for non-monopulse modes).  
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In the equations, sB , vk and ak are some constants related to the status of movement of the target 

and depended on transform function of the control loop, see more information in [4]. max is the highest 

angle frequency of the target. B is the maximum of beam width in two directions of elevation and azimuth  

( max{ , }   B az el ). L  is the largest size of the target and R  is the distance between radar and target. SNR  

is signal-to-noise ratio of radar while receiving an echo from the target. SNR  is based on the radar equation; 

we will discuss more about it later. PRF shows the pulse repetition frequency which is equal to the inverse of 

pulse repetition interval (shown by Tp) in pulse radar-based tracking systems. About SNR  and radar 

equation, we can say that SNR is desired at the input side of the receiver and is therefore computable by the 

radar equation as (7); for simplicity, we omit some details of radar equation which are reachable in [1], [4].  
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3 44( )






t a

noise

P G RCS
SNR

P R
 (7) 

 

Where tP the maximum of transmission power of the radar is,   is the wavelength used in the radar. 

aG  is antenna gain of the radar (assume that we use a monostatic pulse radar for angle tracking) and 

described by (8) where 32000G , and Lel and Laz are the size of the radar's antenna for elevation and 

azimuth, respectively, see more details in [1]. RCS  shows the radar cross section of target and is not often 

fixed, especially in fast maneuvering and high rate fluctuation, however it is usually replaced with an average 

value which is at most equal to the geometrical cross section of the target (target size). So in here, we 

suppose that it is a constant. Finally, noiseP is power of the thermal noise of radar's receiver which is 

computed by (9); in this equation B  is the noise bandwidth of the radar's receiver in which 1 B  (where   

is pulse width), F is the noise figure (NF), k andT  are two constants; for more information in this regard, 

see [1]. 
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In addition, there is another form for representing the noise power noiseP , refer to [1]. It is observable that in a 

specific example, all values of t aP , ,G ,RCS,B,F and noiseP  are fixed, thus the SNR is a function in terms of 

the radar range ( R ). 

 

 

 
 

Figure 3. Block diagram of a monopulse tracking radar [2] 

 

 

 
 

Figure 4. Block diagram of a conical scan radar [3] 

 

 

3. PROPOSED METHOD 

In this part, the proposed method is represented based on solving a mathematical optimization 

problem. In the previous part, we reviewed all details of angle error. It is noticeable that in an example with 

the specified parameters, t  is only in terms of R (distance to the target). Therefore, if we minimize the 

general standard deviation for a sample range such as . optR R , then the total angle error becomes the 

minimum (because the mean of error variable is assumed to be zero, so a minimum variance/standard 

deviation shows the lowest error). In this case, .optR  is the optimal range. The equation of t  is rewritten 

as (10). If the SNR equation is to be rewritten as (11), we accordingly have t  as (12). 
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In (12), all K1 to K4 coefficients are fixed, so we find the optimal range which can minimize the term for t , 

as (13). After solving the optimization problem, we see that K1 has no impact on the .optR .  
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The roots of (13) include all roots of two new equations of 0A  and 0B . It is provable that the equation 

0A  has no acceptable root for R  (do it easily), we must solve the equation 0B ; (14) shows the single 

root of this equation. 
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The achieved relation for the optimal range is a theoretical solution. This recent equation is a 

generally closed form for all scanning techniques due to the consideration of the coefficient 2q (embedded in 

K2) and the standard deviation of .sc  in terms of different aspects related to the scanning techniques. 

In order to have a clear approach, we integrate all discussed items through the Consequence 1. 

Consequence 1. The optimal range of an angle tracking radar for all scanning techniques is as (15)-(18). 
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All angles are in degree(s) and other parameters are in linear space (not in dB) and some of them 

which have physical dimension are in S.I. units. In the next part, we solve an example based on the proposed 

approach and then compare it to the simulation result. 

 

 

4. NUMERICAL EXAMPLE AND SIMULATION 
In this part, we firstly use the MATLAB code in the appendix to solve the problem by simulation 

(classically). Its result is shown in Figure 5. It is clear that the optimal range when the simulation parameters 
are selected as Table 1 is between 5 and 10 meters. 

 
 

 
 

Figure 5. The error curve shows the optimal range obtained from the simulation under the setting in Table 1 
 
 

Table 1. Settings for simulation 
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Now, we use the Consequence 1 for computing the optimal range theoretically. At first, 1 2a a, and 

3a  are computed by (16) to (18). 
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 (19) 

 

Then with using (15), we calculate the optimal range as follow. 
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Note that in theoretical computation of the optimal range, some of the parameters like vkmax ,  and 

so on are not generally used (against the simulation-based solution, The MATLAB code for solving the 

problem based on simulation is in Table 2.). 

 

 

5. CONCLUSIONS 

In this work, our aim is to introduce a computational method [5]-[10] in which we theoretically 

computed the optimal range of ATRs. Our approach's result was matched with the simulation result in which 

they are sufficiently similar to each other. In fact, main aim of the work is to create an extension for 

the approaches represented in [1]. The proposed approach is suitable for educational aspects too. 
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APPENDIX 
 

 

Table 2. The MATLAB code for solving the problem based on simulation 

 
 



                                                   179 

  

 

 

 

 
Vol. 7. Issue.1. 2020 (Jan-Mar) 

 
 

A STUDY ON WOMEN EDUCATION: EDUCATE AND EMPOWER 
 

DIVYA MS 
Assistant Professor, English Department, SCMS School of Engineering and Technology, Ernakulum 

Email: divya718@gmail.com 

 
   ABSTRACT 

Education is the key to women’s empowerment. When education gets denied there 

isn’t much to happen in her life. As usual she gets married and have children at a 

young age, work in unpaid or low-paying jobs, and rely on economic support from 

their husband or family. Without education, their future and their family’s future gets 

limited. According to the Malala Fund, there are over 130 million girls worldwide who 

are not in school. Has anyone thought about them or their future? There might be an 

unpolished gem among them. Studies have found that if every girl completes 12 years 

of education, child marriage would drop by 64% and health complications from early 

pregnancy, like early births and child deaths, would drop by 59% and 49%, 

respectively. Educating women and girls also improve the economic status of a 

nation, which will reduce the risk of war and terrorism and can be a better harbinger 

of future. There are still many barriers preventing girls and women to pursue and 

complete their education like fees, distance or lack of transportation, being forced to 

work and provide for their families, being forced to marry and have children, or 

conflict in their hometown or country. The most difficult obstacle is the mentality of 

the family towards a girl child. They are denied education only because she is born as 

a girl. The United Nations found that as girls reach secondary school, their enrolment 

rates decline significantly. Only 39% of the countries have equal proportions of boys 

and girls enrolled in secondary education. In developing countries, 35% to 85% of 

girls are forced to stay at home from school to take care of their younger siblings and 

to manage the house while their brothers are provided with higher education. To 

reach the competition level and to expand their professional opportunities, women 

need the same experiences and skills, making post-secondary education an essential 

part of women’s empowerment. Higher education instils them with the knowledge, 

competence and experience that are necessary to get involved in government, 

business, or even in a civil society. With higher education, women and girls 

have better access to health information and other beneficial services which in turn 

will only help the family or generation to grow and develop. We need more and more 

sheors to be the torch bearers of future. 
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“You educate a man; You educate a man. 

You educate a woman; You educate a generation”-Brigham Young 

We are living in a highly competitive world where survival is the only mantra to be focused. Such a fast 

growing world hardly differentiates between men and women. Education is the only key factor that brought 

towards such a change. Even when women have access to education, there can be many other factors that can 

make it difficult for her to take full advantage of those opportunities. It’s women who still carries the cultural 

burden of being the primary homemakers and caregivers. This unpaid “second shift” means that they have less 

time and energy to dedicate to their studies. Family responsibilities doesn’t become burden for them but that is 

the prime factor that is delimiting them from their higher education or carrier growth. When women become 

the sole providers for their families, they need to fulfil it with many other factors like being victims of domestic 

violence, threats like financial and from profession which becomes much more difficult for them to handle. The 

immense pressure that she is handling becomes worthless when it is labelled under the synonym ‘mother’ or 

‘wife’.  Today’s era has witnessed a lot of change when it comes to single girl child nuclear family. Deciding voices 

are only that of their parents. Thus providing wings for them to fly high and capture their aim. Their dreams can’t 

be in fetters and who knows there might be an unpolished gem that is being soiled.  Women in India have been 

treated with utmost respect and dignity since time immemorial. For a nation to advance, empowering women 

is crucial. India was blessed with visionary women who broke the fetters of gender norms in every sector. Its 

long back we heard about the denial of education to women. A girl child was considered curse than a boon. 

Never to live in a world where mothers and sisters are dragged out of their homes and raped. Wherein she 

becomes both the victim and accused and its said by “them”, it’s all because of her “out of the box” attitude that 

caused her this. Is this the caring that we need to give to our sisters, rather than rending a helping hand? We 

can’t even skim through the news heads that is going on these days. What if such an accusation comes out, it 

needs to face a frequent trail from the social medias and channels who will make them even worse? Is the only 

solution, to remain silent and bear the tragic effects or to have a prolonged grudge and to end up in depression 

throughout the life? It’s an open ended question towards the secularist nation. Here I would like to quote the 

famous wording of Michelle Obama, 

“When girls are educated, their countries become stronger and more prosperous”  

Let the nation realize her power of golden touch. She is to succeed where ever she goes, don’t curtail her 

from her doing what is right. Listen to her inner voice that itself will keep the nation going. We do respect our 

mothers and all woman is an incarnation of her, our mother Earth. Its only she who can protect, provide, love, 

sacrifice selflessly. Split of the moment can we see her incarnations of a loving Sita, ready to sacrifice everything 

for her love and family, Durga the fearest of all who battle against evil for good. For us this is our mother, both 

deities in one, who loves and cares us with one hand and get furious with another. Still we love her and keep no 

grudges. Then how can we ever think of harming her. Where has our brains and minds gone, ready to stab the 

same womb from where we came? Is this what we call progression? Are we the real citizens bearing torches for 

a future developing nation? How can we sustain by spiting on our own veins?  When will all these quires be 

dissolved? The only solution for all this is only education, it opens the eyes to a new world of realities and hopes 

for a better nation. It’s clearly evident that the only means to attain empowerment is through education. Change 

should begin from her and its only she who can bring changes. Here I would like to cite the story of Rani Padmini 

a legendary 13th – 14th century Queen (Rani) of the Mewar kingdom of present day India. She was the wife of 

King Ratan Sen, captured and imprisoned by Delhi's sultan Alauddin Khalji. Alauddin Khalji became enamoured 

with Padmavati's beauty and decided to siege Chittor to obtain Padmavati. Before Chittor was captured they 

had to face defeat against Khalji, she and her companions committed Jauhar (self-immolation) thereby defeating 

Khalji’s aim and protecting their honour. Coupled to the Jauhar, the Rajput men died fighting on the battlefield. 

Throughout the novel Padmini: The Spirited Queen of Chitoor, Mridula Behari tried to explain the immense 

beauty and knowledge that Padmavati possessed. It’s only because of her education and knowledge, she had 

the courage to face such a situation where her husband the Rana itself was helpless. She was bold enough to 

convince everyone and to equip them for a war against the evils. There are many instances in the novel where 

we find her indulged in reading the ancient scriptures and getting mesmerised by that. It’s the education that 
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brought her into a new world where she understands that action speaks more than words. There is always an 

urge for action than mere talks, that won’t lead you anywhere. Education delimits the boundaries of caste, creed, 

gender, finance and what not. How true it is to quote Malala Yousafzai’s wordings here, 

“If one man can destroy everything, why can’t one girl change it? 

As Prime Minister Narendra Modi said on the launch of the expanded ‘Beti Bachao Beti Padhao’ (March 

8, 2018): “Daughters are not a burden but the pride of the whole family. We realise the power of our daughters 

when we see a woman fighter pilot. The country feels proud whenever our daughters bag gold medals, or for 

that matter any medal, in the Olympics.” This is the time only when we think oh! are they capable of bagging a 

gold and that too for the nation? When they come to lime light we find applauds and cheering from all over the 

nation. But have ever we imagined the trials or pains that they have gone through to achieve that? Same is the 

case with the other gender, but they are always on safe side of the scrutiny eyes of the society. It’s a boy, no 

matter if he is alone or late to home or traveling late or alone. The world is always open to him than to her. We 

need more Sheros to be an inspiration and to motivate others to come out from their shells that is encircling 

them towards darkness. Engaged in a combat to the march for equality with our sisters and mothers, let us 

understand the theme of Women's Day: “An Equal world is an enabled world: realizing women’s power.” After 

the adoption of the Beijing Agenda for Action, UN has set the year 2020 as a key year for assessing international 

progress towards achieving gender equality and human rights for all women and girls. The Ministry of Human 

Resource Development (MHRD) has much trigged up their progression under the leadership of PM Modi in 

providing equal opportunities. It is with immense happiness we can say that due to the Swachh Bharat Mission, 

14,67,679 schools now have a functioning girl’s toilet, an increase of 4.17 percentage points in comparison to 

2013-14. The impact of the mission has resulted in an increase in enrolment of girls by 25 percentage points in 

2018-19 from 2013 -14. These figures get dimmed in a society which is indulging much more in a political game 

for their sustenance. We living in the safe shelters haven’t ever thought about our sisters who is being victimized 

and marginalized. Minister of Finance Nirmala Sitharaman applauded the performance of Beti Bachao Beti 

Padhao in her speech on the budget: “Gross enrolment ratio of girls across all levels of education is now higher 

than boys. At the elementary level it is 94.32 per cent as against 89.28 per cent for boys, at the secondary level 

it is 81.32 per cent as compared to 78 per cent and at the higher secondary level girls have achieved a level of 

59.7 per cent compared to only 57.54 per cent.” The MHRD has approved 5,930 Kasturba Gandhi Balika 

Vidyalayas, which are girls ' residential schools and have an enrolment of 6,18 lakh students, to increase equality 

of access and opportunity for girls. The National Incentive Scheme for Girls for Secondary Education has 

approved an incentive sum of Rs 8,56 crore for the 28,547 beneficiaries.  According to the scheme Rs 3,000 is 

being deposited under the age of 16 in the name of deserving unmarried girls and entitles them to withdraw it 

along with interest in reaching 18 years of age and passing Class X. Besides an improvement in the girl's gross 

enrolment rate in schools, the educational outcomes and accomplishments have also improved. 

Let’s go ahead with this initiative for our sisters than to get involved in the cheap political drama that is 

being happening in our nation. There is considerable evidence that women’s education and literacy tend to 

reduce the mortality rates of children. It’s indeed true what Malala Yousafzai pointed out: 

“We realize the importance of our voice only when we are silenced”  

In accordance with the celebration of India's success in improving gender equality in the education 

system, much greater and collective efforts are needed to achieve the Sustainable Development Goal of 

eliminating gender disparities in education and ensure equal access to all levels of education and vocational 

training for the vulnerable, including persons with disabilities, indigenous peoples and children in vulnerable 

situations. History of Indian women is full of pioneers, who broke gender barriers and worked hard for their 

rights and made advances in politics, arts, science, law, etc. Let us cite few examples of our pioneers who made 

us think beyond Anandibai Gopalrao Joshi, who became the first Indian female physician in the year 1887. She 

was also the first Indian woman who get training in Western medicine and the first woman to travel to the 

United States of America. Arunima Sinha, is the first female amputee to climb Mount Everest. She is also the 

first Indian amputee to climb the Everest. She was a national level volleyball player who in 2011 was pushed by 

https://indianexpress.com/about/narendra-modi


Int.J.Eng.Lang.Lit & Trans.Studies         (ISSN:2349-9451/2395-2628)   Vol. 7. Issue.1. 2020 (Jan-Mar) 

 

                           

                         182 
DIVYA MS 

robbers from a running train as she defied them. After meeting this accident, one of her legs was amputated 

below the knee. Arati Saha became the first Indian and Asian woman to swim across English Channel in the year 

1959. She also became the first female sportsperson awarded with Padma Shri in 1960. Mother Teresa founded 

many Missionaries of Charity, a Roman Catholic religious congregation, giving her life to social work. Indira 

Gandhi became the first woman Prime Minister of India and served from 1966 to 1977. Indira Gandhi renowned 

as the "Woman of the Millennium" in a poll which was organised by BBC in 1999. In 1971, she became the first 

woman to receive the Bharat Ratna award. Justice M. Fathima Beevi became the first female judge to be 

appointed in the Supreme Court of India in the year 1989. In her autobiography she had said about the immense 

suffering that she had faced to reach such a highest peak. Her father was the only person who supported her 

thorough out her journey. Kalpana Chawla, the first Indian woman who reached in space. As a mission specialist 

and a primary robotic arm operator, she went into space in 1997. 

We can move to our present Sheros starting with Mithali Raj, the first woman to score a double hundred 

in Test Cricket against New Zealand at Wellington, 2004. She was the first to achieve this landmark in the world. 

Pratibha Patil became the first woman President of India and held office from July 2007 to July 2012.Kiran 

Bedi, joining Indian Police Service (IPS) in 1972, she became the first woman officer in India. Moreover, later in 

2003, Kiran Bedi also became the first woman to be appointed as the United Nations Civil Police adviser. Anjali 

Gupta is the first female flying officer in the Indian Air Force to be court martialled. She used to work for the 

Aircraft Systems and Testing Establishment unit in Bangalore. Anjali completed her Masters of Philosophy in 

Sociology from the Delhi University and was first posted at Belgaum in 2001. Sania Mirza, a professional tennis 

player, became the first ever Indian woman to win the Women's Tennis Association (WTA) title in 2005. Later in 

2015, Sania Mirza became the first Indian woman titled as rank number one in WTA's double rankings. Saina 

Nehwal became the first Indian women to win a medal in Badminton at 2012 Olympic Games. Later in 2015, she 

became the first Indian woman to secure no. 1 position in world rankings. Mary Kom, is the only woman boxer 

who has won a medal in each of the six World Championships. She was the only Indian woman boxer who 

qualified for the 2012 Olympics and became the first Indian woman boxer to win a gold medal in Asian Games 

in 2014. Cited just a few but more hands of achievements are behind which are yet to be recognised and 

appreciated. They have set a model for us to think and act beyond.  

Our government has also taken much initiative for protecting the rights of education for girls. India Post 

or Department of Posts, the postal system of the country, offers several savings schemes with different interest 

rates. The Sukanya Samriddhi Yojana, one such savings scheme offered by India Post, is a deposit scheme for 

the girl child that can be opened in any of the leading banks and post offices across the country. In such schemes 

the child is getting the benefit for future education and for her marriage or future life. There is a platform called 

WE, that is an empowerment program through which woman are trained to form self-organized and self-

managed savings groups, each consisting of 15-25 members. Their aim is to develop individual empowerment 

and increase their access to financial resources which is the prime element for eradicating poverty. All the 

members meet weekly to make decisions and interact in life-skills training, discuss various issues of mutual 

interest. They not only give a platform for awareness but also make an effort to join together and take action to 

improve their lives and communities. We too need to make more and more efforts than ME TOO to raise our 

voice against the inhuman oppression and injustices that is happening worldwide. Amendments to laws are must 

as Judiciary is the ultimate power which we believe and rely on. For a common man judiciary is the only hope or 

last and final resort. We all need to respect our law than fearing it. If the administrators of law are more 

channelized and less corrupted, we don’t have to wait for justice. It’s absolutely true to say the famous phrase 

“Justice delayed is justice denied”. Let us be the harbingers of a brighter future that initiates the slogan justice 

and tranquility. Let the coming era witness a world devoid of corruption, discrimination, poverty, illiteracy. 

“Empower yourselves with a good education, then get out there and 

 use that education to build a country worthy of your boundless promise”  

       -Michelle Obama 
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Review of IS 1893-1(2002): Effect
of Unreinforced Masonry Infill Walls
on Seismic Response of Framed
Structures

Gayathri Krishna Kumar and M. G. Airin

Abstract Earthquake, its occurrence and effects, its impact and structural response
have been studied for many years in earthquake history and is well documented.
The structural engineers have tried to examine the various method, with an aim to
determine the complex dynamic effect of seismically induced forces in structures, for
designing of earthquake resistant structures in a advanced and easymanner. From the
study conducted it was found thatmore precise results are found from nonlinear static
analysis method. An overview of the past researches conducted on the modelling of
masonry infilled frame issues, it was found that macro model which consider the
effect of masonry weak links is used for modelling the infill panels. Different factors
governing the period of vibration was checked, and the result shows the effect of
stiffness of the building is the most important factor influencing the period of vibra-
tion. Parametric study was conducted to determine the most influential factor that
affects the period of vibration of a structure. From the observations it was clear that
the effect of stiffness is the most important factor influencing the period of vibration.
Therefore a curve with dimensionless height and lateral displacement were plotted
using nonlinear static analysis obtained from SAP2000. From the above mentioned
curve, the effective stiffness of the building under consideration is calculated, which
route to find the period of vibration of the structure that is considered for the seismic
analysis [1].
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RESUMO 
 
 As vibrações induzidas pelo fluxo geralmente denominadas vibrações induzidas por vórtices são de 
grande importância no projeto de risers marinhos. Esses risers cilíndricos flexíveis sofrem vibrações de amplitude 
muito alta quando a frequência de derramamento de vórtice corresponde à frequência natural do riser. Tais 
vibrações são capazes de colocar a segurança da tripulação trabalhando em plataformas offshore em questão. 
Portanto, a previsão de resposta de tais estruturas é considerada muito importante. Embora muito trabalho 
numérico tenha sido feito neste campo, tratando o problema como uma interação fluido-estrutura bidirecional, o 
fato de esses trabalhos exigirem esforços computacionais muito altos não o tornou pertinente quando os recursos 
computacionais de ponta não estão prontamente disponíveis. Uma rápida previsão da resposta estrutural de tais 
estruturas esbeltas precisa ser útil para os engenheiros em momentos de necessidade. Este artigo aborda uma 
técnica de solução para esse problema através de um método econômico para previsão rápida e confiável da 
resposta do riser sob vibração induzida por vórtice, utilizando o esforço computacional mínimo para o número 
moderado de Reynolds (Re 3 x 105). As simulações de fluxo bidimensionais são realizadas usando CFD baseado 
em RANSE, seguido pelo mapeamento uniforme das forças hidrodinâmicas no riser tridimensional. A grade 
usada para a simulação numérica foi validada com relação aos resultados experimentais do túnel de vento para 
Re = 5,3 x 104. As forças hidrodinâmicas correspondentes aos três primeiros harmônicos da frequência natural 
do riser foram usadas como entrada no solucionador estrutural para analisar o resposta usando o método dos 
elementos finitos. Obtiveram-se trajetórias do cilindro nos três primeiros modos de vibração, um padrão típico de 
oito algarismos, característico da vibração de bloqueio. Verificou-se que o método é bastante eficaz no cálculo 
rápido de problemas de vibração induzidos por fluxo para números de Reynolds baixos e moderados. 

Palavras-chave:CFD; cilindros de fluxo passado; lock-in; resposta estrutural; vibrações induzidas por vórtices 
 
ABSTRACT 
 
 Vibrations induced by flow, generally referred to as vortex induced vibrations, are of great importance in 
the design of marine risers. These flexible cylindrical risers undergo vibrations of very high amplitude when the 
vortex shedding frequency matches the natural frequency of the riser. Such vibrations are capable of putting the 
safety of crew working on offshore platforms in question. Hence the prediction of response of such structures is 
considered very important. Although a lot of numerical work has been done in this field treating the problem as a 
two-way fluid structure interaction, the fact that these works demand very high computational efforts has not made 
it pertinent where high end computing resources are not readily available. A quick prediction of the structural 
response of such slender structures needs to be handy to the engineers at times of need. This paper addresses 
a solution technique for such a problem through an economical method for quick and reliable prediction of riser 
response under vortex induced vibration utilizing minimum computational effort for moderate Reynolds number 
(Re3 x 105). Two dimensional flow simulations are carried out using RANSE based CFD followed by the uniform 
mapping of hydrodynamic forces on to the three dimensional riser. The grid used for the numerical simulation has 
been well validated against wind-tunnel experimental results for Re= 5.3 x 104. Hydrodynamic forces 
corresponding to the first three harmonics of natural frequency of the riser have been used as input in the structural 
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solver to analyse the response using finite element method. Trajectories of the cylinder in the first three modes of 
vibration have been obtained, a typical eight figure pattern which is characteristic for lock-in vibration. It is found 
that the method is quite effective in the quick computation of flow induced vibration problems for low and moderate 
Reynolds numbers.  

 

Keywords: CFD;flow past cylinders; lock-in;structural response;vortex-induced-vibrations. 
 
 
 
 
1. INTRODUCTION 
 
 Vortex shedding around bluff bodies is 
natural yet a phenomenon that consumed years of 
comprehensive studies, for it is well known for the 
imminent catastrophes it brings with it. Tacoma 
Narrows Bridge disaster is the worst case one 
could recall while thinking about vortex shedding. 
With the ever-rising demand for petroleum 
products, the development of offshore oilfields has 
been growing fast over the past century. The 
drilling facilities are designed in such a way that it 
enables a prolonged offshore operation for a large 
period of time starting from a few months to 
several decades. Numerous studies are being 
carried out in this field for the proper design of the 
slender marine risers in ocean. The stability of 
structures especially those carrying pressurised 
fluid in them is a topic of research interest. 
(Ramírezet al. 2017, Pezzini, et al., 2017) If the 
bluff structure is not mounted rigidly and the 
frequency of vortex shedding matches the natural 
frequency of the structure, the structure begins to 
resonate, vibrating with harmonic oscillations of 
large amplitude (Bourguet, 2011). This 
phenomenon is known as lock-in. During lock-in, 
vortex shedding frequency shifts to the natural 
frequency of the structure leading to large 
amplitude vibrations. 

 The vortex shedding occurs at a discrete 
frequency and is a function of the Reynolds 
number, defined by Equation 1.  

 

μ

VDρ
=Re  (Eq. 1)

 
 The dimensionless frequency of the vortex 
shedding, the shedding Strouhal number, St = fv 
D/V, is approximately equal to 0.2 when the 
Reynolds number is greater than 1,000. When 
vortices are shed from the cylinder, uneven 
pressure distribution develops around the upper 
and lower surfaces of the cylinder, generating an 
oscillatory hydrodynamic loading (lift) on the 
cylinder. This unsteady force given by Equation 2 

can induce significant cross flow vibrations on a 
structure, especially if the "resonance" condition is 
met.  

 

 VAC
2

1
=F 2

LL ρ  (Eq. 2)

 
 CL is the coefficient of lift. The cylinder also 
experiences a net force along the flow direction 
and is called the drag force and is given by 
Equation 3. 

 

 VAC
2

1
=F 2

DD ρ  (Eq. 3)

 
where CD is the drag coefficient. 

 The phenomenon of lock-in was first 
observed by Feng during his classical experiment 
(Feng, 1968). He described the phenomenon 
observed as matching the frequency of cylinder 
vibration and fluid force to the natural frequency in 
a vacuum. Later it was observed that this matching 
of frequency holds good only for higher values of 
mass ratio, m*(Blevins, 1990). Further research in 
the field explains the phenomenon as either large 
amplitude vibration of the cylinder (Sarpkaya, 
1977)or matching of the frequency of cylinder 
vibration and fluid force (Khalak and Williamson, 
1999). Synchronization and lock-in, are often used 
synonymously, but from the experiments it was 
shown that, for zero damping and sinusoidal 
motion, synchronization (f = fn) occurs at only one 
condition, effective stiffness ratio, k*eff = 0 (Sheils 
et al., 2001), where k*eff is defined as in Equation 
4. 

 

V
*m

=k*
2eff
R

 (Eq. 4)

 
 Matching of vortex shedding frequency 
with one of the natural frequencies of the structure 
may not always be the only (sole) reason for lock-
in. Contrary to classical lock-in , whereby the 
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oscillation frequency matches the structural 
natural frequency, in the experiments on 
stationary cylinder free to oscillate, it was found 
that the oscillation frequency increases markedly 
above the natural frequency, through the 
excitation regime while at the same time it is below 
the vortex shedding frequency (of the non-
oscillating structures) (Khalak and Williamson, 
1999). Even though vortex shedding and the 
vibration induced by it has been a topic of 
extensive research for several years, due to its 
intrinsic nature, the researchers are still not able to 
confidently define the phenomenon and describe 
the flow physics behind shifting of shedding 
frequency. Numerous analytical, experimental, 
and numerical investigations have been carried 
out in the field of vortex induced vibration (VIV) of 
long flexible cylinders. Most of these studies 
focused on the structural response of the cylinders 
rather than the phenomenon of lock-in (Trim et al., 
2005; Vandiver et al., 2009). Freely oscillating 
cylinders were modelling as a spring mass system 
with single or two degrees of freedom (Sekar et al., 
2009). Experiments in wind tunnels using particle 
induced velocimetry (PIV) have proved to predict 
the flow characteristics and structural response 
with much accuracy (Wang et al., 2015). 
Laboratory experiments and offshore large scale 
experiments have also been recognized as 
effective tools for analysis of VIV (Domal and 
Sharma, 2017; Gao et al., 2017). However, for 
case specific analysis of the problem, experiments 
are not always possible, and hence most of the 
researchers rely on computational fluid dynamics 
(CFD) as a tool for predicting VIV (Daniels et al., 
2016). Unlike the experiments CFD facilitates 
detailed study of the flow physics which is 
otherwise impossible. Three dimensional (3D) 
numerical simulations are widely accepted in the 
research community as capable of predicting VIV 
characteristics accurately. Researchers were 
under the notion that two dimensional (2D) 
simulations are acceptable only for lower 
Reynolds numbers (Re < 250) because of the 
inherent 3D characteristics of vortices. Later on 
several researchers have proved that 2D 
simulations are capable of accurately predicting 
VIV phenomenon in rigid structure cases (Xie et 
al., 2012). 3D numerical simulation demands high 
computational resources for flow analysis and also 
for generation of the 3D computational grid. The 
objective of the present work is to test the 
accuracy of 2D numerical simulations in predicting 
flow characteristics of VIV and to develop an easy 
and economical tool for comprehensive analysis of 
vortex shedding and the structural response 
during VIV. RANSE-based Commercial solver 

ANSYS Fluent -15, as well as ANSYS Workbench 
-15, have been used as the tools for the study. 

 
2. MATERIALS AND METHODS 
 

The grid generated for the analysis has 
been validated using the experimental method. 
Experiments have been carried out on a subsonic 
wind tunnel, and the results have been compared 
with those of numerical studies for the same value 
of Reynold’s number. Details of the material and 
dimensions of the test cylinder are shown in Table 
1. 
 
Table 1. Geometric specification of the riser and 

fluid domain 
 

The diameter of the riser (D) 0.05 m 

Distance from inlet to the riser 9 D 

Distance from riser to outlet 27 D 

Lateral distance from cylinder to 
both sides 

7 D 

Cylinder Material (Hollow) PVC 

 
2.1. CFD Prediction for Vortex Shedding 
 
 Geometric modeling and the generation of 
computational grids around the riser placed in a 
fluid domain, mimicking ocean environment (still 
water conditions) have been carried out using 
ANSYS ICEM CFD. 
 
2.1.1. Creating a computational domain 
 
 The geometric specifications of the riser 
model and the fluid domain with respect to the 
diameter of the riser are given in Table 1.The 
length of the riser (L) has been chosen to be 0.4 
m, so that the aspect ratio (L/D) is 20. At this value 
of aspect ratio, the model has been found to 
account for the three dimensional effects of vortex 
shedding (Vandiver et al., 2009). Figure 1 shows 
the representation of fluid domain. Domain size 
has been fixed based on the published domain 
independency test results (Gutafsson, 2012). 
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Figure 1. Dimensions of the fluid domain with 

the riser 
 
 Meshing or generating the computational 
grid in the fluid domain around the riser effectively 
is most important in capturing the vortex shedding 
phenomenon. The vorticity transport equation 
represented by Equation 5 gives an insight into the 
mechanism of generation and transport of 
vortices. 

 

( ) ωυp
ρ

ωωω 2  
2 ∇+ ∇1

+∇u•=u•  ∇+  ∇•u+
 t∂

ω ∂
(Eq.5)

 
 The third term on the right hand side of the 
equation represents the diffusion of vorticity by 
viscosity. Due to this term, vorticity is generated 
along solid wall boundaries because of steep 
velocity gradients. These steep gradients make 
vortical motion susceptible to numerical 
dissipation. But in the near wall region, where the 
mesh is usually very fine, this is not an issue since 
the fine mesh can capture viscous effects. It is a 
bigger issue in the far field, where poor resolution 
can severely weaken and distort the vertical 
structures (Kamkar, 2011). Hence importance 
must be given even to the far field wake, where the 
major concern is the mesh resolution. 
 
2.1.2. Mesh Generation 
 
 Mesh element size near the surface of the 
cylinder is of great importance in case of turbulent 
flow compared to laminar flow. The interaction 
between the mean flow and the boundary layer 
flow is more in turbulent flow, and turbulence plays 
the most important role in the transport of 
momentum and hence must be properly resolved, 
especially at the boundary for better results. To 
accurately capture the features of flow near the 
boundary, the spacing of the first grid point should 
be such that it is well within the laminar sub layer 
of the boundary layer for turbulent flow and within 
the boundary layer for laminar flow. In the outset a 
mesh has been generated, and the drag force 
computed has been compared with the value 

obtained through experiments. The experimental 
set up is described in the previous section. The 
flow over the cylinder corresponds to a Re =5.3 x 
104 which is in the laminar flow regime. The 
boundary layer at Re = 5.3 x 104 is laminar before 
separation, but during vortex shedding the wake of 
the cylinder turns turbulent in nature at any Re > 
300. Hence while meshing the geometry due 
consideration must given to the possible influence 
of turbulence on the boundary layer. 

 From Blasius's solution of the equation for 
the boundary layer in laminar flow, represented by 
Equation 6, the boundary layer thickness, 
considering the boundary layer to be completely 
laminar, is 1x10-3 m. 

 

 
Re

 D4.91
=

D

δ  (Eq. 6) 

 
 If, for an additional factor of safety, we 
consider the influence of turbulence on the 
boundary layer, then the minimum element size 
near the cylinder wall must be chosen so that it is 
well with the laminar sub-layer of the boundary 
layer. The thickness of the laminar sub-layer is 
obtained from Equation 7. 

 

 
V*

 11.6
=' υ

δ  (Eq. 7) 

 
Where V* is the frictional velocity given by 
Equation 8. 

 

 
 0=V*
ρ

τ
 (Eq. 8) 

 

And τ0 the wall shear stress is obtained as in 
Equation 9. 

 

Re2

V2664.0
=  0

D

ρ
τ  (Eq. 9) 

 
 For Re = 5.3 x 104, the thickness of the 
laminar sub-layer has been obtained from the Von-
Karman momentum integral equation as 2.8 x 10-

4 m. While generating mesh for computation, 3 x 
10-4 m has been fixed as the global minimum seed 
element size with a scale factor of 1. An 
unstructured mesh has been generated with view 
that the same mesh may be used for analyzing the 
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variation in flow characteristics with oscillating 
cylinder. Quad dominant mesh type has been 
preferred in shell meshing parameters as it suits 
accurate meshing of curved cylindrical surface. 
Patch dependent mesh method has been selected 
since it gives the best quad dominant quality while 
capturing surface details. Tetra/Mixed mesh type 
and Robust (Octree) mesh method have been 
selected for surface meshing.  Moreover it is to be 
observed that the first grid point should exhibit a 
Y+ (wall normal dimensionless distance) value of 
less than 1 in case of RANS simulations. Near wall 
spacing or element size has been calculated as 2 
x 10-5 from Equation 10. 

 

V*
Y+

=  ΔS
ρ

μ
 (Eq.10) 

 
 This value of near wall spacing is ensured 
by fixing maximum element size and height 3 x 10-

5 m and height ratio 1.05 with 20 numbers of prism 
layers to cover the entire boundary layer in the part 
mesh set up of cylinder surface. After a thorough 
grid independency study, the final mesh for 
analysis has been chosen with 41,932 elements. 
Unstructured mesh used for the flow analysis 
using ANSYS 15 is shown in Figure 2.  
 

 
Figure 2. Unstructured 2D mesh generated in 

ANSYS ICEM CFD 
 
2.1.3. Flow Analysis 
 
 Flow past the cylinder at Re = 5.3 x 104has 
been simulated using the generated unstructured 
mesh in ANSYS Fluent -15.Pressure based 
transient analysis has been carried out. Fluid 
flowing has been chosen to be water at density 
998.2 kg/m3, and the inlet velocity 1.06m/s in order 
to match the Re value. k-ω SST turbulence model 
has been selected, which has been tested against 
other models and proven to be the most adaptable 
model to predict the near cylinder and wake flow 
characteristics (Chandran.et al., 2018). Velocity 
inlet boundary condition has been given at the 
inlet, pressure outlet at the outlet boundary, and 

for both sides of the domain, symmetry boundary 
condition (Chandran et al., 2019). Pressure 
velocity coupling has been done using PISO 
scheme. Second order upwind spatial 
discretization has been selected for momentum 
and turbulent kinetic energy. Second order implicit 
transient formulation has been used. The spatial 
discretization gradient is least squares cell based. 
Since the simulation has been compared with the 
results obtained from wind tunnel experiments 
turbulent intensity has been calculated from the 
empirical correlation for a duct flow given by 
Equation 11. 

 

( )Re0.16=
V
V'

= I  D
8
1

avg
 (Eq. 11) 

 
 Where V the root mean square of velocity 
fluctuations and Vavg is the mean flow velocity. For            
Re = 5.3 x 104, the turbulence intensity will be 4 % 
according to Equation 11 and hence so chosen for 
analysis. The time step size for the transient 
simulation has been calculated based on vortex 
shedding frequency corresponding to Re = 5.3 x 
104. The time period of vortex shedding has been 
calculated from the definition of Strouhal number 
(St) given by Equation 12. 

 

V

fD
St   (Eq. 12) 

 
where f is the vortex shedding frequency.  

 The time period has been obtained as 0.25 
seconds from the value of frequency. For 
accurately capturing the shedding phenomenon 
one-time period should contain at least 20 time 
steps. Accommodating 25 time steps per time 
period, the time step size obtained is 0.01 
seconds. Further for ensuring stability of the 
solution, Courant Friedrichs Lewy (CFL) condition 
must be satisfied as given by Equation 13. 

 

V
ΔxC

=Δt  
m

 (Eq. 13) 

 
where Cm is the maximum allowable CFL number. 

 For explicit solver Cm =1. ∆x is the 
minimum element size. The time step size 
obtained from Equation 13 is 3 x 10-4 seconds. A 
time step size of 1 x 10-4 seconds has been 
selected for the transient analysis of the flow with 
a safety factor. Simulations have been performed 
for various time step sizes ranging from 1 x 10-3 to 
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5 x 10-5. Above a value of 1 x 10-4 the results have 
been found to be independent of time step size. 
Simulations have been run for 5 seconds, and it 
took nearly 1.5 hours of physical time to complete 
the runs on an 8 GB RAM machine. Analysis of 
flow took 1.36 seconds computational time for 
reaching convergence. RMS value of coefficient of 
drag (CD) obtained from the analysis is 0.63, and 
that of coefficient of lift (CL) is 0.61. Shedding 
frequency has been calculated from the period of 
oscillation of the lift force. Lift force oscillates about 
zero mean value at the same frequency as that of 
vortex shedding. The frequency of oscillation of 
CL, and hence that of shedding, has been found to 
be equal to be 35.7 Hz, which corresponds to a St 
= 0.28. A relationship between St and Re (Techet, 
2005) it is observed that at Re = 5.3 x 104 for a 
smooth cylinder, Strouhal number value is just 
above 0.3. Hence the obtained shedding 
frequency value from the numerical simulation has 
been proved to be in acceptable range.CD and CL 
time histories after convergence for a number of 
time periods are presented in Figure 3 and Figure 
4.  
 

 
Figure 3. Time history of the coefficient of drag 

(CD) at Re = 5.3 x 104 

 

 
Figure 4. Time history of the coefficient of lift (CL) 

at Re = 5.3 x 104 

2.2. Experiment - Flow Past Horizontal Cylinder 
 
 Experiments have been conducted with 
two folded objectives. The first one does a 
quantitative comparison, and the other one for a 
qualitative comparison. Quantitative comparisons 
with the numerical study have been established 
through a test at moderate Re = 5.3 x 104while the 
qualitative ones employed lower Re tests for flow 
visualizations, thus proving the efficacy of the 
mesh at moderate and low Re. 
 
2.2.1. Quantitative Comparisons 
 
 A smoke test was carried out in the 
subsonic wind tunnel of Aerospace Laboratory of 
Karunya Institute of Technology and Sciences, 
Coimbatore, India. A horizontal cylinder of 
diameter 50 mm and length 600 mm fitted with 
pressure tapings has been used as the model for 
testing. The compressor of the wind tunnel unit 
was operated at 600 rpm, which corresponds to 
16.4 m/s (Re = 5.3 x 104) velocity at the test 
section. Smoke was inducted into the test section 
by burning liquid paraffin. Flow patterns and vortex 
shedding around the cylinder were captured using 
a high resolution camera.CD and CL values have 
been calculated from the measured pressure 
distribution. Details of the wind tunnel are as 
follows. 
 
2.2.1.1. Wind tunnel specification 

Test Section Size  :  Cross section  = 
    600 x 600 mm 

Length   : 4000 mm 

Maximum Speed : 45 m/s 

Contraction Ratio : 6:1 

Contraction Length : 1.8 m 

Entry Section  : Bell mouthed. 

Smoke   : Provided in the 
    contraction cone 

Power   :  22 kW/30 HP AC 
    motor. 
 
 An inclined manometer with ethanol as the 
manometric fluid is fixed on the tunnel. The two 
limbs of the manometer are connected to the static 
pressure holes one in the settling chamber just 
before the contraction and the other to that at the 
entrance of the test section. The reading on the 
manometer is very near to the dynamic head of the 
fluid in the test section, and it serves as a 
reference for keeping the tunnel speed constant. 
The tunnel is also provided with a pitot static tube 



 

Periódico Tchê Química.  ISSN 2179-0302. (2019); vol.16 (n°33) 
Downloaded from www.periodico.tchequimica.com 

  859 

which can be traversed across the tunnel cross 
section. 

 Pressure readings have been observed 
from the pressure ports provided on the 
circumference of the cylinder. Static and 
stagnation pressure have also been observed. 
Plots of pressure distributions around the cylinder 
and coefficient of pressure are represented in 
graphs Figure 5(a) and 5(b). CD has been 
calculated by integrating Cpcosθ over 360° using 
Simpson’s method of integration. The value of CD 
obtained from the wind tunnel experiment is 0.62. 
A comparison of the results obtained from the 
simulations and experiment are given in Table 2. 

 

 
a) 

 

 
b) 
 

Figure 5. (a) Pressure distribution around the  
cylinder at Re = 5.3 x 104 (b) Coefficient of 

pressure around the cylinder at Re = 5.3 x 104 

 
2.2.2. Qualitative Comparisons 
 
 An experiment to visualize, study, and 
analyze the characteristics of wake behind the 
horizontal cylindrical model has been conducted 
through smoke injection tests in the wind tunnel. A 
50 mm diameter cylinder with 600 mm length has 
been used for flow visualization. The model is 
exactly similar to the one used for pressure 
measurement but without pressure ports. The 
model which had been used for pressure 
measurement cannot be used in this scenario 
because of the risk of the pressure ports getting 

clogged with smoke particles. The recommended 
maximum tunnel speed for smoke visualization 
experiments is 4 m/s. Smoke tests have been 
performed at 0.6 m/s which corresponds to Re = 
2000. Numerical simulations also have been 
performed using ANSYS Fluent 15 for the same 
Reynolds number using the previously generated 
mesh. Results obtained from the experiment and 
simulations are compared in Table 2. St has been 
calculated from the frequency of vortex shedding 
using Equation 12. In numerical simulations the 
shedding frequency is taken to be equal to the 
oscillation frequency of lift coefficient. Shedding 
frequency is obtained as 0.99 Hz and Strouhal 
number as 0.1995 for Re = 2000. Vortex shedding 
frequency from the wind tunnel experiment has 
been calculated by repeatedly noting from the 
recorded video of shedding phenomenon, the time 
is taken for shedding 20 vortices from the upper 
boundary of the cylinder, and then taking the 
average time observed for the calculation. Results 
obtained are presented in Table 2 for comparison 
with those obtained from numerical simulations. 

 Figures 6(a) and 6(b) represent the flow 
pattern obtained from the numerical study after 
convergence at 1.6 seconds of flow and wind 
tunnel test respectively for flow past cylinder at Re 
= 2000. Distances to the lower pressure zones 
(vortices) shed from the cylinder are indicated on 
a scale of the diameter of the cylinder. The length 
of the line segment in both figures corresponds to 
the diameter of the cylinder. The angle of 
separation of the boundary layer is shown in the 
wake patterns given in Figures 7(a) and 7(b). The 
numerical value of the separation angle is given in 
Table 2. For verification of the results from the 
present grid, flow analysis has been carried out at 
Re = 1000, in order to validate the grid using other 
published numerical works. The RMS value of CD 
is found to be 1.24, which is very much 
comparable with the published results at Re=1000 
(CD= 1.15) (Braza. et al., 1986).  
 
2.3. Force - Frequency Plot and Structural Analysis 
 
 Characteristics of flow past cylinder is a 
topic extensively investigated by researchers. 
Many have proposed plots from experimental, 
analytical, and numerical simulation results, which 
show the relationship between various flow 
parameters such as. with Re. The present work 
focuses on a marine riser model of specified 
dimension. A methodology has been developed to 
predict the structural response especially the 
trajectory of any section of the riser under vortex 
induced vibration. As the first phase, a data sheet 
has been created using the unstructured 2D mesh 
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given in Figure 2.The sheet gives the numerical 
results of CD, CL, and vortex shedding frequency 
(fv) from the 2D simulations performed in ANSYS 
Fluent-15 for a range of Reynolds number up to 
the sub critical value and the values have been 
mapped over the entire length of a 3D cylinder 

 Simulations have been performed for Re = 
100 to 20,000.The velocity of flow has been 
assumed to be uniform along the span of the 
cylinder. Using the values of CD and CL obtained 
from the flow analysis lift and drag force acting on 
a cylindrical riser of 8 m length, and 0.05 m 
diameter has been estimated. Figures 8(a) and 
8(b) show the plot for drag and lift forces on a 
cylindrical riser model of 0.05 diameter and 8 m 
length against its vortex shedding frequency. 

 From the plot, the hydrodynamic forces 
acting on the cylinder at various frequencies can 
be obtained. The value of hydrodynamic loads 
obtained from the plot at a specific frequency has 
been used as the input for predicting the structural 
response of the cylinder and the trajectory of any 
point on the surface of the cylinder.  
 

 
 a)  

 

  
b) 
 

Figure 8. (a) Drag Force – Frequency plot             
(b) Lift Force – Frequency plot 

 
 Structural analysis of the cylinder model 
has been performed in ANSYS Workbench-15. 
Drag and lift forces acting on the cylinder as a 

result of vortex shedding have been given as input 
in the solver. It has been treated as an oscillating 
force having an amplitude equal to maximum lift in 
the direction perpendicular to the flow (cross flow) 
and equal to maximum drag in the direction of flow 
(in line).The frequency of oscillation of lift and drag 
forces has also been obtained from flow analysis. 
It has been observed that the drag coefficient is 
oscillating about a non-zero value at double the 
frequency of the lift coefficient. Vortices are shed 
behind the cylinder at the same frequency as that 
of the oscillating lift force. When the vortex 
shedding frequency matches the natural 
frequency of oscillation of the cylindrical structure, 
a resonance condition, well known as lock – in 
vibration occurs, which gives rise to oscillations of 
very high amplitude. This may bring in extensive 
damage to the structure and to the working crew. 
Hence the analysis of the response of structures 
vibrating at their natural frequencies due to vortex 
shedding is considered to be most desirable in 
design of offshore structures.  

 The cylinder has been modeled in ANSYS 
Workbench-15 as a hollow vertical, having a 
thickness of 2.5 x 10-3 mm. The material of the 
riser model has been chosen to be Poly Vinyl 
Chloride (PVC) of density 1400 kg/m3. The 
simulation has been performed as a transient case 
since it involves time varying forces and 
deformation. The top end has been modeled fixed 
in the x and y directions, and the bottom end with 
motion in x, y, and z direction arrested. Since the 
riser is a flexible structure, Mechanical ANSYS 
Parametric Design Language (APDL) has been 
used as the solver. Stiffness and mass coefficients 
were provided as input in the damping control of 
analysis settings of the solver. After performing a 
grid independency analysis, a mesh having 
66,158 elements have been chosen for the 
response analysis. The meshing of the geometry 
has been done using tetrahedral elements. The 
time step size has been chosen to be 5 x 10-2 
based on the oscillating frequency of 
hydrodynamic loads. Transient simulation has 
been performed for 10 seconds. Local 
displacements at estimated locations of maximum 
vibration amplitude at the first three modes of 
vibration were obtained by inserting a 
displacement probe at the respective locations on 
the cylinder. Time histories of displacement in the 
X and Y directions and the trajectory of the cylinder 
during vibration have been plotted from the probe 
data. 

 The first three modes of vibration and the 
corresponding natural frequencies of the riser in 
the air have been obtained as 2.99, 9.7, and 20.23 
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Hz, respectively, from the modal analysis. Natural 
frequencies of the riser in water have been 
obtained solving Equation 14, considering added 
mass to be 70% of the total system mass, ma = 
1.12 kg, and stiffness of the riser k = 17.73 N/m. 
The first three natural frequencies of the riser in 
water have been obtained as 2.88 Hz, 7.16 Hz, 
and 9.41 Hz, respectively. 

 

k
m

+
1

=
1 a

2
air n

2
 watern ωω

 (Eq. 14) 

 
 Drag and lift forces, corresponding to the 
identified natural frequencies of the riser, have 
been obtained from the plotted frequency – force 
graph. The amplitude of variation of drag force has 
been observed to be much less compared to the 
lift force. Lift force has been considered as 
periodically varying force, which oscillates about 
zero and acting in the cross flow direction as given 
in Equation.15 in the structural solver. 

 
( )tcosF=F(t) v0 ω  (Eq. 15) 

 
 Drag force oscillates with double the 
frequency of lift force, and it oscillates about a non-
zero value. Drag force has two components, viz. 
average drag and the fluctuating component of 
drag force. From the numerical simulation, both 
RMS value and fluctuation about RMS value of 
drag forces have been obtained. Drag force is 
applied to the cylinder in the structural solver, as 
given by Equation 16. 

 
( ) ( )t2cosF+F=tF v

'
DDavgD ω  (Eq. 16) 

 
 Where FDavg is the RMS value of drag force, 
and F'D is its fluctuating component. The lift and 
drag forces obtained from the flow analysis 
corresponding to the flow regimes at which vortex 
shedding frequency (ωv) matches the first three 
harmonics of the natural frequency of the cylinder 
(ωn) have been used for structural analysis. This 
condition is generally referred to as lock-in 
condition. The drag force oscillates at double the 
frequency of lift coefficient. This phenomenon is 
well established in published literature (Durbin, 
2007).  

 For the identified natural frequencies, 
structural analysis has been carried out to study 
various response parameters. A deformation 
probe has been inserted at z = 4 m for first and 
third modes of vibrations and at z = 2 m for the 
second mode to observe the response of the 

cylinder under oscillating load. 

3. RESULTS AND DISCUSSION 
 
 It can be observed that the numerical 
simulation with the grid generated, as shown in 
Figure 2 in the present work, is capable of 
replicating the wake pattern behind the cylinder 
exactly in the way the experiments do. Wake 
dimensions are comparable in both cases in terms 
of the span and angle of separation. Quantitative 
comparisons between the experimental and 
numerical values presented in Table 2 indicate the 
reliability in the present numerical predictions. 
Here the important observation is that at lower Re 
= 2000, a better prediction of St is achieved (9% 
deviation from the experimental ones) while at 
higher Re = 4000, a deviation of 22% is observed 
from the corresponding experimental value. 

 From the history of cylinder displacement 
during the lock-in, it can be observed that, as the 
frequency of shedding increases, the amplitude of 
displacement in cross flow direction goes on 
decreasing and that in the inline direction 
increases. This is because, at higher Re 
corresponding to higher shedding frequencies, the 
value of CD is also high. A huge number of 
researchers are focusing on the cross flow 
response of cylinder. The observation made here 
emphasizes the need for investigating the inline 
response during lock-in at higher harmonics of 
natural frequency.  

 By plotting the non-dimensional amplitude 
of the cylinder in IL and CF directions, the 
trajectory of the probe location has been traced, as 
shown in Figures 9 (a) – (c) for all three frequency 
regimes. It can be observed that the cylinder point 
follows an eight figure trajectory during lock - in. 
The cylinder is expected to follow an eight figure 
trajectory due to oscillating lift and drag forces 
induced by vortex shedding at its wake. In lock-in 
condition the frequency of the inline vibration is 
twice that of cross flow vibration, and the trajectory 
of the cylinder corresponds to “Lissajou figure 8” 
(Vandiver et al., 2009). Trajectory obtained from 
the numerical study is very much comparable with 
the response of an 8 m riser model obtained from 
the experimental study (Liangjie et al., 2004). The 
trajectory from the experiment is given in Figure 
10. 

The trajectories traced show the increasing 
importance of accounting for IL response at higher 
harmonics of natural frequency. The maximum 
amplitude in the CF direction is obtained to be 
equal to 2.5D, where D is the diameter of the 
cylinder when the cylinder locks on to the first 
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natural frequency. During the first natural 
frequency lock-in vibration, the cylinder traces the 
same path repeatedly for several cycles of 
oscillation. But moving to higher harmonics, there 
is considerable uncertainty in the case of exact 
path traced. The magnitude of the non-
dimensional amplitude of oscillation and the 
pattern of trajectory matches reasonably well with 
the published experimental and numerical results. 

 
a) 

 

 
b) 

 

c) 
 

Figure 9. Trajectory of the cylinder  
(a) shedding frequency equal to the first 

harmonic of natural frequency (b) shedding 
frequency equal to second harmonic of natural 

frequency (c) shedding frequency equal to third 
harmonic of natural frequency 

  
Figure 10. Trajectory obtained from an 

experimental study of the response of cylindrical 
riser 

   

4. CONCLUSIONS 
 
 This paper presents a method that is 
computationally economic at the same time 
efficient in predicting VIV of cylindrical risers. Two 
dimensional flow analysis is capable of predicting 
the numerical values of hydrodynamics loads, 
pressure patterns during vortex shedding, the 
amplitude of oscillation and the trajectory as well 
for VIV problems. Vortex induced vibration of 
slender structures especially petroleum risers and 
mooring cables are one of the important aspects 
that should never be neglected in their design. 
Hence a thorough understanding of the loads and 
responses of such slender structures is essential 
before its design and deployment. Numerical 
analysis using two way fluid structure interaction 
(FSI), which can predict the parameters with 
considerable accuracy is always not handy for 
everyone dealing with this type of problem 
because of the heavy computational requirement 
needed for such solvers. This method has been 
proposed in a view to supporting young 
researchers in the field of the intrinsic flow 
phenomenon of vortex shedding, who lack high 
computational facility but may also understand the 
phenomenon without compromising much 
accuracy. 

 The method has been well validated in two 
stages, initially the grid, which yields the same flow 
physics as that of conventional experiments and 
then the structural behaviour which also is in good 
agreement with similarly published works 
(Liangjieet al.,2004 ,Vandiveret al.,2009). On the 
whole, it is found that the method is quite effective 
in the quick computation of VIV problems for low 
and moderate Re. At high Re, 3D studies find their 
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use as 2D predictions do not suffice in providing 
the minute details of flow physics. 
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Table 2. Comparison between wind tunnel experiments and numerical simulations. 

 
Reynolds 
Number 

(Re) 

CoefficientofDrag (CD) Strouhalnumber (St) 
(Non-dimensional 
Frequency) 

Wake Dimension 

 Experiment Numerical Experiment Numerical Experiment Numerical

53000 0.62 0.63 NA NA 

4000 - - 0.178 0.22 θ = 126° θ = 120° 

2000 - - 0.183 0.1995 D = 0.05m D = 0.02m 

 
 
 
 
 

 

a) 
 

b) 
 

Figure 6. Pressure pattern at the wake of the cylinder at Re = 2000 (a)  obtained from numerical 
simulations (b) obtained from the smoke test conducted in the subsonic wind tunnel 
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a) b) 
 

Figure 7. Boundary layer separation at the wake of the cylinder at Re = 4000. (a) obtained from 
numerical simulations (b) obtained from the smoke test conducted in the subsonic wind tunnel 
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brings additional burden on the patient and the caregivers and also results in mental fatigue and frustration. To solve
these issues Artificial Muscle Intelligence with Deep Learning (AMIDL) system is proposed in this paper. AMIDL
integrates user intentions with artificial muscle movements in an efficient way to improve the performance. Human
thoughts captured using Electroencephalogram (EEG) sensors are transformed into body movements, by utilising
microcontroller and Transcutaneous Electrical Nerve Stimulation (TENS) device. EEG signals are subjected to pre-
processing, feature extraction and classification, before being passed on to the affected body part. The received EEG
signal is correlated with the recorded artificial muscle movements. If the captured EEG signal falls below the desired
level, the affected body part will be stimulated by the recorded artificial muscle movements. The system also provides a
feature for communicating human intentions as alert message to caregivers, in case of emergency situations. This is
achieved by offline training of specific gesture and online gesture recognition algorithm. The recognised gesture is
transformed into speech, thus enabling the paralysed to express their feelings to the relatives or friends. Experiments
were carried out with the aid of healthy and paralysed subjects. The AMIDL system helped to reduce mental fatigue,
miss-operation...
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SECTION I.
Introduction

The recent survey by reeve foundation revealed the impact of paralysis on world population,
affecting approximately 5.4 million people [1], [2]. The survey also identified stroke (33.7%) as the
major cause for paralysis. Paralysis is the deficiency of brain to activate muscle function of any body
part. Paralyzed persons find it difficult to perform their routine activities without assistance.
Rehabilitation is one of the natural ways of healing paralysis. Because of this there is increasing
interest and involvement in the field of post stroke rehabilitation. Exoskeleton-assisted technologies
have emerged as a reliable means for rehabilitation of the affected upper and lower limbs [3].
Exoskeleton movements were controlled using sensors like gyroscopes, accelerometers, and
potentiometers. Recently the focus is on controlling exoskeleton using Brain Computer Interface
(BCI) [4]. Antelis et al. demonstrated upper limb movement of the paralyzed using EEG signals
[5]. A closed loop is established between human thought and movement of paralyzed limb using

non-invasive BCI [6]. Android feedback based BCI training is employed to enhance brain rhythms
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during motor imagery task. The realistic feedback is realized in training session using humanoid
robot [7]. Humanoid robot is navigated in real-time indoor environment based on human
intentions. The asynchronous BCI system was designed using two level classifiers [8]. Co-operation
and co-ordination of dual robotic arm is demonstrated using EEG based system. SSVEP (Steady-
State Visual Evoked Potentials) are utilized to improve the user concentration level [9].
Electromyography (EMG) sensors are also used to control exoskeleton movements, EMG returns
the information regarding human muscular activity [10]. The motor adaptability of upper limb is
predicted using resting state functional connectivity. The system could identify effectiveness of
robotic upper limb rehabilitation in different patients [11]. However, the system does not
investigate real time human behaviors and thoughts. The clinical trials to investigate the
effectiveness of BCI training sessions on stroke patients with upper limb paralysis are carried out.
The results of the trial indicate that BCI based assistive devices are effective for post stroke
rehabilitation [12]. Human intentions measured through cortical potentials were used to control
upper-limb exoskeleton movements. The BMI system eliminated the need for recalibration but
resulted in large false positive rates [13]. Grasping feature is incorporated into the assistive device
for amputees using non-invasive EEG control. The participants were able to grasp the objects, but
resulted in low success rate without sufficient training [14]. Brain activity is modulated to control
robotic arm with multiple degrees of freedom. The system demonstrated the effective control of
robotic arm with few training sessions, but increased the latency periods during certain operations
[15]. Hybrid BMI system based on sensorimotor cortical desynchronization (ERD) and

electromyography (EMG) activity was designed to control upper limb movements. The integration
of BMI, NMES and exoskeleton improved the system accuracy, but increased the system complexity
[16]. The linear control of upper limb is demonstrated using motor imagery based BCI and

Functional Electrical Stimulation (FES), support is provided to the arm using passive exoskeleton.
The generated limb movement is evaluated to identify the precise positioning [17]. The self-induced
EEG variations based on ERD/ERS is utilized for controlling upper limb movements.
Distinguishable patterns are obtained for left and right-hand movements in both motor imagery
and motor execution experiments [18]. Online robot control using motor imagery based BCI is
designed with high classification accuracy. The mental imagination of hand movement is detected
for controlling the robot movements [19]. An integrated platform consisting of BCI controlled
exoskeleton, functional electric stimulation (FES) with proprioceptive feedback is developed. Goal
directed motor task is used for training and subjects could complete the task with minimum latency
period [20].

In our previous works [21]–​[23], we have demonstrated an alternative technology to exoskeletons
using non-invasive brain signals. Also, exoskeletons with feedback mechanism has also been
implemented by us [22]. The paralyzed body part is stimulated using Transcutaneous Electrical
Nerve Stimulation (TENS) device and Microcontroller [24]. Because of the dynamic and uncertain
nature of brain signals, most of the BCI systems result in miss-operation, mental fatigue and it is
hard to produce continuous control. The proposed system is designed to address the above gaps in
research.

AMIDL is designed to reduce miss-operation, user fatigue and to enhance user capabilities. In the
proposed work, human intentions are monitored in real-time employing 16 channel EEG sensors.
TENS machine is integrated with Muscle Inspired Algorithm (MIA) to produce movements on the
upper limb. Subjects are relieved from the task of carrying exoskeleton structure. The system is
designed to perform six different movements on the affected upper limb. The different hand
postures used to trigger the rehabilitation process are Release, Grasp, Rollup, Roll down, Rollup
Release and Rollup grab. In the offline phase, Artificial Muscle movements corresponding to each
posture are recorded to create the database. The decoded EEG signals are transformed into muscle
activation signals in real-time environment. The captured EEG signal is converted into frequency
domain using Walsh Hadamard Transform (WHT) for feature extraction. The extracted features
along with WHT coefficients are utilized for the classification of different limb movements. The
activation signal is then correlated with the recorded muscle movements. The signal with superior
characteristics is passed on to the upper limb electrodes for inducing motion. In case of ambiguity
or inadequate EEG signal, the periodic activation of the affected body part will be taken care by the
artificial muscle movements. If the activation is executed by brain signal, the produced gesture is
recognized and passed on to the care giver as voice command. Thus, AMIDL transforms human
thoughts into different movements on the unique upper limb structure. The EEG activated
movements are utilized for communicating paralyzed person’s emergency need to the caregivers.

The contributions of our research are,

An Artificial Muscle Intelligence with Deep Learning (AMIDL) system without exoskeleton
structure, in which movements of paralyzed body part is controlled based on user intentions.
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An adaptive mechanism based on recorded muscle movements is integrated with the system to
enhance continuous control and facilitate rehabilitation.

Designed flexible assembly, which can be customized according to the degree of disability.

Communication aid is incorporated in the system using gesture recognition

The subject concentration is improved by using multimedia feed back

The rest of the paper is organized into four sections in which section 2 describes different existing
methods used in BCI controlled upper limb movements.

SECTION II.
Related Works

In this section, we discuss few existing devices controlled by Brain-Computer Interface designed
specifically for paralyzed people. But the problem with most of them is that the users are unable to
get continuous control over the device. The users are required to have high level of concentration to
get sufficient control on the device, which results in mental fatigue and frustration. Additionally,
there is no arrangement to take care of the miss-operations. The subjects are also burdened with the
task of carrying the load of exoskeleton on the affected body parts. Our research focus on
overcoming these major problems and provides an efficient and flexible solution, which can
enhance the post stroke recovery process. Our system also provides a communication aid for the
paralyzed to express their feelings.

The assistive rehabilitation devices and its EEG control techniques are systematically reviewed and
the major gaps are identified [25]. Three-dimensional robotic assistance using motor imagery task
for upper limb rehabilitation is demonstrated with multi-joint exoskeleton. Desynchronization of
sensorimotor oscillations in the  -band is measured to control the different robotic hand
movements [26]. Different upper limb exoskeletons like Track hold [27] and Armeospring [28]
are employed to track upper limb movements. Both these devices have integrated passive robots
with virtual reality environment to help patients carry out their daily routine activities. Control of
assistive robots are improved by integrating electroencephalography (EEG) and
electrooculography (EOG). This hybrid approach called as brain/neural-computer interaction
(BNCI) is adopted to control grasping movements of a hand exoskeleton [29]. Multimodal signal
approach is further used to enhance control system for external device connected to the upper
limb. EEG and EMG signals are integrated to improve the classification accuracy and to reduce the
false positive rate [30]. Upper limb robotic orthosis, FES, and wireless BCI are combined in an
efficient way on account of EEG signals. EMOTIV EEG device is employed to measure EEG signal,
which is used to control grasp/release of an object [31]. An integrated passive robotic system is
developed for assisting the paralyzed. The system employs a robotic device which compensates
gravitational effects to allow exercise, virtual engines to facilitate interaction and EEG to monitor
brain activities. The three components are coordinated in real-time to enhance the rehabilitation
process [32]. The effects of BCI therapy on post stroke rehabilitation is analyzed based on motor
imagery tasks. The analysis is performed by measuring coherence of EEG in different regions of the
brain and the best result for motor recovery is obtained for the activation of lesion hemisphere
[33]. The online BCI coupled with hand exoskeleton is employed to address the issues related to

proprioceptive feedback on the regulation of cortical oscillations. The results show an
enhancement in SMR desynchronization with proprioceptive feedback during flexing and
extending fingers of the exoskeleton [34]. Multimodal architecture based on BCI, exoskeleton and
an active vision system is proposed to enhance BCI control and rehabilitation process. The VR
environment coupled with bio feedback help to reduce mental fatigue and improve user
interactions [35]. Few studies have also been conducted in related areas recently [36]–​[42] Al-
Turjman et al. proposed another interesting system using optimal haptic communications [43].
Xu et al. [44] proposed a three-dimensional animation to guide upper limb movements using EEG
signals. Feature extraction is carried out by Harmonic Wavelet Transform (HWT) and linear
discriminant analysis (LDA) classifier was utilized to classify the patterns for controlling the upper
limb movements. MR-compatible robotic glove operates pneumatically and doesn’t cause any
disturbance to functional Magnetic Resonance imaging (fMRI) images during rehabilitation
process [45]. The resistance to mechanically actuated movements in exoskeleton robot is
measured based on spasticity. The relevant guidelines for practical neuro-rehabilitation robot
design based on degree of spasticity and resistance is established [46]. In most of the design it is
hard to get continuous control on the exoskeleton due to the non-stationary nature of the EEG
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signal. Moreover, the subjects experience metal fatigue and frustration due to lack of superior
control. None of the device in the literature focused on providing communication aid for the
paralyzed. Our research focus on solving these issues in an efficient manner using AMIDL system
proposed in this paper. Table 1 shows the comparisons between AMIDL and existing systems in
the literature.

TABLE 1 AMIDL Comparisons With Existing System (Sorted by Success Rate)



TABLE 2 Data Statistics for Brain Actuated Rollup Signal



TABLE 3 Data Statistics for Posture Actuated Rollup Signal



TABLE 4 Data Statistics for Brain Actuated Rolldown Signal
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

TABLE 5 Data Statistics for Posture Actuated Rollup Signal



SECTION III.
Mathematical Model

This section presents and discusses the mathematical modelling of the proposed system. The system
is designed to perform six different movements on the affected upper limb. The different hand
postures used to trigger the rehabilitation process are Release, Grasp, Rollup, Roll down, Rollup
Release and Rollup grab. In the offline phase, Artificial Muscle movements corresponding to each
posture are recorded to create the database. The decoded EEG signals are transformed into muscle
activation signals in real-time environment.

In Hand Posture Release operation, the voltage and current applied to electrodes are assumed as
 &  . Similarly, the voltage and current applied to electrodes in the other postures

are defined as,

Hand Posture Release 

Hand Posture Grasp 

Hand Posture Roll up 

Hand Posture Roll down 

Hand Posture Role up Release 

VH−P−R IH−P−R

→ VH−P−R IH−P−R

→ VH−P−G IH−P−G

→ VH−P−Ru IH−P−Ru

→ VH−P−Rd IH−P−Rd

→ VH−P−R−R IH−P−R−R
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Hand Posture Roll up Grasp 

The voltage for Hand Posture Release,  Hand Posture Grasp,  . If they are same
the hand posture will be stable. If  , then Hand Posture Release will be
activated compared to Hand Posture Grasp.

The other parameters in the system is defined as follows. The diameter of EEG electrode is  .
The scalp resistance is  . The conductivity of the EEG electrodes depends upon the multiplying
factor is assumed as ‘T’.

When the multiplying factor ‘T’ is more, the conductivity will be more & vice versa. The multiplying
factor depends on the positioning of EEG electrodes, the diameter of EEG electrodes and scalp
resistance.

The  denotes the Hand Posture Threshold. The threshold varies depending on the
different types of postures.

A. The Poster Activation Region

The Hand Posture Current in the system is given by,

View Source

For the condition from Hand Posture Grasp to Hand Posture Release with the Hand Posture
Threshold acting as an intermediate, the Hand Posture Release current is given by,

View Source

where  is the net potential to EEG electrodes. Also, we have,

View Source

If  is positive then,  is dominating  . The reguired potential to EEG
electrodes will be analyzed and the Hand Posture Release operations will be performed.

For  , neglecting the surrounding areas of EEG electrodes and
conductive loss. The hand posture for release will be activated as,

View Source

Similar relation can be developed for the remaining postures.

If the movement is a combination of different postures, say Roll up and Release, then,

→ VH−P−R−G IH−P−R−G

≠VH−P−R VH−P−G

>VH−P−R VH−P−G

DE

SR

VH−P−T

=IH−P

DE

SR

∫
VH−P−final

VH−P−inital

T ( )dVEQ initial−final
(1)

IH − P − R = T ( )dV R − G
DE

SR

∫
VH−P−R

VH−P−G

EQ (2)

EQ

= − −EQ VH−P−R VH−P−T VH−P−G (3)

EQ VH−P−R &VH−P−T VH−P−G

< ≤VH−P−G VH−P−T VH−P−R

= ( , )IH−P−R VH−P VH−P−G VH−P−R (4)

PDF

Help

https://scholar.google.com/scholar_url?url=https://ieeexplore.ieee.org/iel7/6287639/8600701/08839118.pdf&hl=en&sa=T&oi=ucasa&ct=ufr&ei=WTDCZNGQIZLYygSq-6-oDQ&scisig=ABFrs3xBgKOlt1KGVqLOxSOns-XI
https://scholar.google.com/scholar/help.html#access


7/27/23, 2:22 PM Artificial Muscle Intelligence System With Deep Learning for Post-Stroke Assistance and Rehabilitation | IEEE Journals & Ma…

https://ieeexplore.ieee.org/document/8839118 8/18

Let say the initial posture is in grasp stage,

View Source

Using the current value in the first integral and in the second integral we will have,

View Source

The mathematical model of the system can be summarized as  , as shown at bottom of the
next page.

=

IH−P−R−R

{ ( − − )
TDE

SR

∫
VH−P−Ru

VH−P−G

VH−P−Ru VH−P−T VH−P−G dVG−Ru

 + ( − − ) }∫
VH−P−R

VH−P−Ru

VH−P−R VH−P−T VH−P−Ru dVRu−R

(5)

=IH−P−R−R ( , )IH−P−G−Ru VH−P−G VH−P−G−Ru

+ ( , )IH−P−Ru−R VH−P−Ru VH−P−R (6)

IH−P

SECTION IV.
System Architecture

The architecture of the proposed system is presented in figure 1.

A. AMIDL EEG Acquisition Module

The system architecture is designed using modular approach, it consists of three main modules.
They are 1) EEG Acquisition Module, 2) Muscle Stimulation Module and 3) Gesture to Voice
Conversion Module. Figure 1 indicates the two main modules of the system. The system captures
brain signal using EEG sensor module, which has 14 electrodes to make measurement and two acts
as reference. The acquired signal undergoes pre-processing, feature extraction and classification.
The low amplitude EEG signal is amplified using high gain instrumentation amplifier with a gain of
approximately 1000–2000 db. The signal is band limited by employing band pass filter having a
pass band frequency of 5–50Hz.Windowing and pattern selection is utilized for getting finite
response. Feature coefficients of the signal are extracted using Walsh Hadamard Transform (WHT).
These extracted features are used to classify the thoughts into six different movements. The actual
brain pattern is reconstructed using the transmitter Hadamard coefficients. The decoded brain

FIGURE 1.
System architecture: AMIDL EEG acquisition and muscle stimulation modules.


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pattern is given to the TENS device, which transforms the thought into muscular actions. The
muscle inspired algorithm stored in the controller facilitates the process of conversion. In the offline
phase, muscle movements correspond to the six different pre-defined hand postures are recorded to
create the database. The hand postures are recorded using 7 Electromyography (EMG) sensors on
the different hand muscles. Five EMG electrodes are placed on the finger muscles to record finger
activity. Two electrodes are placed on either side of the elbow to identify roll movements. In the
online phase, brain signal based on the human thought is acquired and transformed into muscle
movement. This transformed muscle movement is then correlated with the recorded muscle
movements. The signal with superior characteristics is selected by the controller for producing
movements on the affected body part. If the brain signal fails to provide sufficient activation,
periodic movements in the upper limb will be triggered by artificial muscle.

B. AMIDL Gesture to Voice Conversion Module

If the brain signal with superior features activate the upper limb, the created gesture will be
captured. Flex sensors placed on each finger is used for acquiring the gesture. The captured gesture
will be recognized by the algorithm and transforms it into voice commands for the care givers.
Figure 2 depicts the AMIDL gesture to voice conversion module. This module is used to give
emergency alert messages to the caregivers or relatives.

The main hardware designed for the system has two parts 1) Acquisition module and 2) Muscle
stimulation module. The brain signals of the user are acquired by using the EEG sensor. The non-
invasive EEG sensor employed captures human intentions using 16 electrodes placed in the
structure.14 electrodes are used for capturing the signal and two electrodes act as reference. Figure
3 depicts the capturing of EEG signal using sensor from a human subject. The acquired signal is
amplified using high gain instrumentation amplifier. The signal is band limited by employing band
pass filter with pass band frequency in range of 5–50Hz

FIGURE 2.
AMIDL gesture to voice conversion.



FIGURE 3.
Signal acquisition using EEG sensor [21].


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Signal undergoes further pre-processing and filtering to reduce the high frequency noise. Frequency
domain conversion of the signal is done by using WHT transform and finite sample is selected using
window technique. The design uses microcontroller in the acquisition and muscle stimulation
module. The microcontrollers communicate with each other using Bluetooth technology. Bluetooth
is selected because of short distance between modules and data rate required is less than 1mbps.
EEG sensor and other electronic circuits are interfaced to the microcontroller to design the PCB.
Figure 4 shows the electronic assembly used in our experimentation.

The muscle stimulation module receives the data using wireless module. The received data is
converted into muscle movements or stimulation using muscle inspired algorithm stored in Arduino
along with the TENS device interfaced to it. The output of the TENS is connected to the EMG
electrode through EMG shield to activate the affected upper limb movements. The EMG shield
helps to customize the stimuli produced by the TENS device. The entire assembly used for
acquisition and stimulation is depicted in figure 5.

FIGURE 4.
PCB designed for the experimentation.



FIGURE 5.
Acquisition and stimulation process.



SECTION V.
Results and Discussion

Experimentation is carried out in two phases, offline training phase and online recognition phase.
Experimentation and validation are done on 10 healthy and 10 paralyzed subjects. In offline phase
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EEG activity of the paralyzed and EMG activity of the healthy subjects were recorded. In the
training phase, subjects were given the familiarization of six different intended actions like, Grasp,
Release, Rollup, Rolldown, Rollup Release etc. Multimedia feedback is given to the subjects to
enhance the brain patterns. The subjects are enlightened by using encourages messages and
appreciation speeches in the feedback, rather than simple live streaming the actions. Rollup-grasp,
Rolldown-Release movements of the upper limb are used for communicating the need to the
caregivers. In the online phase, user thoughts are recognized and converted into muscular action.
The generated muscular action is correlated with the EMG activity of the healthy subjects. Based on
the correlation result microcontroller selects the superior signal, which is used for stimulating the
affected body part.

A. Results Comparison of EEG Activated and Posture Actuated Movements

Figure 6 shows the correlation of brain actuated real time EMG and posture actuated EMG for the
subject intention to grasp the object. The EMG activity is recorded using EMG electrodes and
measurement is done using Digital Storage Oscilloscope (DSO). The graph shows the amplitude
variations of EMG signal with respect to frequency. The amplitude is normalized between +/−0.5mv
and frequency range used is 0–500Hz.

Figure 7 indicates the EMG variations observed in brain actuated and posture activated movements
corresponding to human intention of “Release”. Based on the correlation result brain actuated
signal is selected for the stimulation of upper limb. Figure 8 shows the real time and recorded EMG
activity for “Roll up” movement. Roll up movement is recorded using two electrodes placed on the
either side of the Elbow. The rollup movement requires high intensity stimulation. In most of the
time brain actuated EMG fallen below the desired level, so the stimulation of affected part is
initiated in this case by artificial muscle movements. Figure 9 shows the EMG actuated by real time
human Intention and the EMG activity produced using the training of “roll down” hand Posture.
Roll down ideally requires low intensity signals, so in this movement selection priority is given to
signal with low signal strength in the correlation. Figure 10 shows the EMG data acquired for the
gesture “Roll down-grasp”. This EMG activity is used for communicating the paralyzed subject’s
need to the caregivers.

FIGURE 6.
EMG activity for attempting grasp movements.


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FIGURE 7.
EMG variations corresponding to release movement.



FIGURE 8.
EMG activity based on ROLL up upper limb movement.



FIGURE 9.
EMG activity based on ROLL down upper limb movement.


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B. Result of EEG Patterns on the Realistic Head Models

Realistic head models are used for the analysis of EEG signals. EEG sensors with 16 electrodes are
used for the capturing the brain signals. The unique electrode placement scheme used in this
experimentation is shown in figure 11. The placement scheme mainly concentrated on the frontal
and parietal regions of the brain.

The variations of brain patterns with different frequencies are analyzed to facilitate the feature
extraction and classification process.

In figure 12 red indicated the maximum interaction of neuron and blue indicates minimum
interaction of neurons. The neuron connectivity in the head model on the left is improved when
multimedia feedback is used, compared to the figure on right which does not use feedback.

FIGURE 10.
EMG activity for the gesture roll down-grasp.



FIGURE 11.
Electrode placement on the brain [21].


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C. Statistical Analysis of Generated EMG Signal

Statistical analysis is carried out to determine the correlation between Brain actuated EMG signal
and posture actuated EMG signal. The data obtained during Rollup and Rolldown movement of the
upper limb are utilized for the analysis.

Correlation matrix help to identify whether the human intentions match the recorded muscle
movements. This matrix acts as a second level of classifier before the final actuation of the body part
is made.

Correlation Matrix obtained

[1.0000 0.0867 0.0867 1.0000]

Correlation matrix obtained

[1.0000 −0.0640 −0.0640 1.0000]

Correlation matrix help to identify whether the human intentions match the recorded muscle
movements. This matrix acts as a second level of classifier before the final actuation of the body part
is made.

D. Results of Classification Accuracy of Different Subjects

The classification accuracy of the system is verified by performing the test on 10 healthy subjects
and 10 paralyzed persons. Maximum obtained 88% efficiency and on an average 80.45%
classification accuracy based on the six different human intentions for upper limb movements. The
experimentation result shown in figure 13 is the summary of results on 20 participants. U1-U10 are
represent healthy subjects, U11–U20 represents paralyzed persons. The reason for improved
accuracy for classification among subjects is due to systematic training undertaken and usage of
feedback. The healthy subject U2 is an experienced user and is more familiar with similar interfaces,
obtained high accuracy. However, the unhealthy subjects U11 and U12 also obtained high accuracy
through their dedication and passion. Visual feedback and voice encouragement are also given to
paralyzed during training. The participants U9 and U13 has shown similar low classification
accuracy due to their age and unfamiliarity with the system

FIGURE 12.
Brain pattern comparisons with and without multimedia feedback [21].


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The authors used EEG signal to identify the human Intentions and to control upper limb
movements of the paralyzed person. Artificial muscle movements are integrated into the system to
get continuous movement of the affected body part. Recorded muscle movements help to enhance
the rehabilitation process. The burden of carrying exoskeleton is avoided by incorporating by using
innovative assembly. The communication aid for the paralyzed is provided by implementing gesture
recognition module. AMIDL obtained better classification accuracy compared to many existing
methods mentioned in the literature. The two-level classification employed in the system help to
reduce false operations. The future research should focus on reducing human workload by
incorporating efficient controllers. Accuracy of mapping human intentions with muscle movements
has to be increased. Machine leaning algorithms that can effectively map human intentions to the
desired muscle movements are the way forward.

FIGURE 13.
Classification accuracy of six different movements on 20 subjects.



SECTION VI.
Conclusion

AMIDL system with 3 different modular units is designed and implemented. The system validation
is carried out by performing online and offline testing on 10 healthy and 10 paralyzed subjects.
AMIDL is designed to perform six different movements like Grasp, Release, Rollup, Rolldown,
Rollup Release, Rolldown Grasp on the paralyzed upper limb. WHT transform is utilized for feature
extraction and classification of EEG signals. The EMG activity of the healthy subjects are correlated
with the real-time EMG signals generated by the paralyzed. Selection criteria for the ideal signal is
finalized based on the EMG analysis carried out on all six hand postures. The two-level classification
method improved the accuracy of the system. The system produced continuous response even in the
presence of uncertain real-time inputs. Results indicate that mental fatigue and miss-operations are
reduced. The burden of carrying exoskeleton is minimized by an innovative assembly having array
of sensors and control units. Periodic stimulation in the absence of ideal brain signal enhance the
rehabilitation process. Gesture Recognition method is utilized for providing communication aid for
the paralyzed. In our future work, we are trying to incorporate closed loop controller with haptic
feedback. Deep learning algorithms will be used to effectively map EEG signals with recorded EMG
signals. The user experience can be enhanced by measuring the user emotions while performing the
different activities.
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